
Privacy Law Enforcement Under Centralized Governance:
A Qualitative Analysis of Four Years’ Special Privacy Rectification Campaigns

Tao Jing1,2,∗, Yao Li3, Jingzhou Ye3, Jie Wang1,2,B,∗, and Xueqiang Wang3

1 School of Cyber Science and Engineering, Huazhong University of Science and Technology
2JinYinHu Laboratory

3 University of Central Florida
B Corresponding author: wangjie_s@hust.edu.cn

Abstract
In recent years, major privacy laws like the GDPR have brought
about positive changes. However, challenges remain in enforc-
ing the laws, particularly due to under-resourced regulators
facing a large number of potential privacy-violating software
applications (apps) and the high costs of investigating them.
Since 2019, China has launched a series of privacy enforce-
ment campaigns known as Special Privacy Rectification Cam-
paigns (SPRCs) to address widespread privacy violations in
its mobile application (app) ecosystem. Unlike the enforce-
ment of the GDPR, SPRCs are characterized by large-scale
privacy reviews and strict sanctions, under the strong control of
central authorities. In SPRCs, central government authorities
issue administrative orders to mobilize various resources for
market-wide privacy reviews of mobile apps. They enforce
strict sanctions by requiring privacy-violating apps to rectify
issues within a short timeframe or face removal from app stores.
While there are a few reports on SPRCs, the effectiveness and
potential problems of this campaign-style privacy enforcement
approach remain unclear to the community.

In this study, we conducted 18 semi-structured interviews
with app-related engineers involved in SPRCs to better under-
stand the campaign-style privacy enforcement. Based on the
interviews, we reported our findings on a variety of aspects
of SPRCs, such as the processes that app engineers regularly
follow to achieve privacy compliance in SPRCs, the challenges
they encounter, the solutions they adopt to address these chal-
lenges, and the impacts of SPRCs, etc. We found that app
engineers face a series of challenges in achieving privacy com-
pliance in their apps. For example, they receive inconsistent
app privacy review reports from multiple app stores and have
difficulties confirming the issues flagged by these reports; they
also lack institutional support for studying privacy laws, self-
validating privacy compliance of their apps, communicating
effectively between multiple stakeholders, and ensuring fair-
ness in accountability when privacy non-compliance occurs.

*Hubei Key Laboratory of Distributed System Security, Hubei Engineer-
ing Research Center on Big Data Security, School of Cyber Science and
Engineering, Huazhong University of Science and Technology.

Furthermore, we found that while SPRCs have introduced sev-
eral positive changes, there remain unaddressed concerns, such
as the potential existence of circumvention techniques used to
evade app privacy reviews.

1 Introduction
“Laws without enforcement are just good advice.”

- Abraham Lincoln

Recent studies have shown that the enforcement of privacy
laws has led to a variety of positive changes, such as improved
privacy policies [40, 81], reduced use of tracking cookies [39],
and even increased company revenues [17]. However, chal-
lenges still exist in enforcing the laws, particularly due to under-
resourced regulators [25] and the high costs of investigating
privacy-violating software applications (apps). For example,
the Federal Trade Commission (FTC), which enforces the Chil-
dren’s Online Privacy Protection Act (COPPA) [18], takes an
average of 294 days to complete an investigation [20], a lengthy
process that includes evidence collection, violation assessment,
and court proceedings, etc. Considering the large number of
apps available (in the millions on mobile platforms [63]), many
apps may not undergo external privacy reviews, even though
they pose privacy risks [35, 56].

Since October 2019, China has launched a series of privacy
enforcement campaigns known as the Special Privacy Rectifi-
cation Campaigns (SPRCs) [42–45] to tackle the widespread
privacy violations in its mobile app ecosystem. Unlike the
lengthy investigation process, SPRCs are characterized by
large-scale and strict sanctions for privacy governance, under
the strong control of central authorities such as the Ministry
of Industry and Information Technology (MIIT) [41]. These
authorities issue administrative orders that specify detailed
privacy compliance requirements, and mobilize necessary re-
sources (including major app stores and third-party privacy
certifiers) to conduct comprehensive, market-wide privacy re-
views of mobile apps. Apps found to have privacy violations
must be rectified by their providers within a defined time-
frame (e.g., five business days), or the apps risk being listed



on public privacy bulletins by the MIIT or removed from app
stores [42–45]. According to available data as of June 2022,
MIIT has conducted intensive privacy reviews for over 3.22
million apps, resulting in the removal of at least 3,000 apps
from app stores [60].

However, although there are a few government reports on
SPRCs [60, 66], the effectiveness and potential problems of
such a campaign-style enforcement approach, characterized by
large-scale privacy reviews and strict sanctions, remain largely
unknown to both industry and academia. Understanding this
approach is crucial not only for evaluating the outcomes of
China’s investment in privacy law compliance but also for
guiding future steps in this area. Moreover, in the long term,
analyzing this campaign-style enforcement approach can
provide valuable insights into alternative methods of privacy
law enforcement and potentially improve privacy compliance
efforts in other countries.

This study qualitatively analyzes SPRCs to better un-
derstand the effectiveness and potential problems in these
large-scale enforcement efforts. Specifically, we plan to
answer the following research questions:

RQ1: What is the workflow that privacy stakeholders
regularly follow in SPRC?

RQ2: What challenges did app developers encounter in
achieving app privacy compliance in SPRCs?

RQ3: What solutions have the app developers adopted to
address these challenges?

RQ4: What are the overall impacts of the SPRCs?

To answer these questions, we conducted a semi-structured
interview study involving 18 app-related engineers who
have been involved in SPRCs. These participants consist of
app developers, technical leads, security engineers, and test
engineers, all of whom have experience in ensuring privacy
compliance with SPRCs for mobile apps. Based on these
interviews, we report the following key insights:

• Inconsistencies manifest in a variety of aspects of SPRCs.
For instance, an app may receive different privacy review
reports from multiple app stores, and these reports can
also be different to the developers self-test results, which
cause frustration for app developers. Also, app stores
have differing definitions of sensitive data with app
developers, and they treat popular apps more strictly than
unpopular apps during app review.

• There is a lack of institutional support from the app
providers for privacy compliance. App developers
reported that, to achieve privacy compliance, they need
more support for studying privacy laws, more resources
to self-validate privacy compliance, more support for
communication, and fairness in accountability.

• SPRCs result in both positive changes and concerns
regarding privacy compliance. Overall, participants
reported that SPRCs reduced the number of privacy-
invading apps and increased awareness of the significance
of privacy among app engineers. However, they expressed
particular concern about the existence of circumvention
techniques used to evade app privacy reviews.

2 Background

2.1 Enforcement of EU and US Privacy Laws
The General Data Protection Regulation (GDPR) [3], which
came into effect on May 25, 2018, is a comprehensive
legal framework designed to protect the privacy rights of
individuals in the European Union (EU). To enforce the GDPR,
Data Protection Authorities (DPAs) in each EU member
state undertake various tasks to monitor organizational
compliance, investigate potential violations, promoting public
awareness, etc. The investigation process, in particular, can be
time-consuming [50] due to the need for comprehensive data
reviews, legal assessments, and the detailed procedural steps
required for potential court proceedings. Privacy legislation
in the US is based on both federal and state privacy laws. The
enforcement of each privacy law is similar to the GDPR in that
it relies on enforcement actions by federal or state supervisory
agencies, under the guidance of privacy laws. Examples are
the Children’s Online Privacy Protection Act (COPPA) [18],
enforced by the Federal Trade Commission (FTC) [19], and
the California Consumer Privacy Act (CCPA) [22], enforced
by the California Attorney General’s office [21].

2.2 Enforcement of Chinese Privacy Laws
Unlike the enforcement of GDPR and US privacy laws, China
adopts a different approach by enforcing its privacy laws
through nationwide campaigns, similar to how it enforces other
laws [73, 75–77, 79, 82, 84]. In recent years, Chinese govern-
ment agencies have launched several privacy enforcement cam-
paigns to conduct large-scale privacy reviews of mobile apps,
imposing strict sanctions based on various privacy laws, provi-
sions, and guidelines.
Chinese privacy laws, provisions, and guidelines. There
are several Chinese privacy laws that outline general privacy
principles in a manner similar to GDPR, such as the Cyber-
security Law (2016) [14], the Regulations on Telecommuni-
cations (2000) [51], and the Personal Information Protection
Law (PIPL, 2021) [52], etc. Based on these laws, Chinese
government agencies, such as the Ministry of Industry and
Information Technology (MIIT), issue provisions to address
specific details of the general privacy principles. For exam-
ple, the “Provisions on Protecting the Personal Information
of Telecommunications and Internet Users” (MIIT Order No.
24, 2013) [15] and the “Provisions on the Scope of Necessary
Personal Information for Common Types of Mobile Applica-
tions” (CAC Order No. 14, 2021) [16] specify requirements for
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Figure 1: Hierarchy of privacy laws, provisions, guidelines, and app
review specifications

protecting the personal information and rights of Internet users,
including mobile app users. Besides the privacy laws and provi-
sions, government agencies can also release privacy guidelines
that offer more practical guidance on interpreting or implement-
ing laws and provisions. For example, on December 30, 2019,
MIIT issued a privacy guideline in MIIT Secret [2019] No. 191,
titled “Means for Determination of Violations of Laws and Reg-
ulations in Apps’ Collection and Use of Personal Information”
(Guideline-2019) [46]. Although the guideline is not legally
binding, it has evolved into a de facto standard used by stake-
holders to assess privacy violations in apps. Figure 1 shows the
relationship between privacy laws, provisions, and guidelines.

Special Privacy Rectification Campaigns (SPRCs). While
agencies like MIIT also support community-based efforts such
as responding to individual complaints and public reports, their
predominant enforcement efforts so far have focused on launch-
ing nationwide privacy campaigns, often referred to as Special
Privacy Rectification Campaigns (SPRCs). Specific to the
enforcement on mobile platforms, MIIT, in collaboration with
three other government agencies including the Cyberspace
Administration of China (CAC), has initiated four SPRCs that
have spanned over four years. In October 2019, MIIT launched
an SPRC (SPRC-2019 [45]) by issuing an administrative notice
to stakeholders aimed at rectifying mobile apps’ infringement
of users’ privacy rights and interests. Later, in August 2020,
July 2021, and February 2023, MIIT revitalized the program
with another three SPRCs, SPRC-2020 [44], SPRC-2021 [43],
and SPRC-2023 [42], respectively, to further enhance the
objectives set forth in prior SPRCs. Note that the newer SPRCs
do not disable but rather complement prior SPRCs by address-
ing a broader scope of problems or by prioritizing the types
of privacy violations that warrant more attention. For example,
SPRC-2019 requires that app developers and distribution
platforms (i.e., app stores) detect and rectify eight types of
privacy violations related to the collection, use, and sharing
of personal information, as well as the ease of deleting user
accounts. SPRC-2020 also covers these violations and expands
the requirements to include emerging violations, such as in
personalized ads and deceptive privacy practices, and involves
new stakeholders, such as third-party SDK developers.

According to administrative notices [42–45], the SPRCs
conduct two types of app privacy reviews: government
agencies perform privacy reviews on existing apps in app

Figure 2: Timeline of SPRCs and privacy bulletins issued by
government agencies. Each circle (⃝) represents a bulletin, with the
size of the circle indicating the number of reported apps with privacy
violations.

stores, either directly or via third-party privacy certification
services (certifiers), and major app stores are required to
conduct privacy reviews for newly submitted apps. Typically,
privacy certifiers and app stores develop their own sets of app
review specifications based on the administrative notices of
SPRCs. If an app is found to have privacy violations, the app
provider must rectify them; otherwise, there is a risk of the
app being delisted or facing fines. Notably, the SPRCs are not
short-term campaigns but represent long-term, ongoing efforts
that have extended for more than four years until now. To date,
the agencies have issued warnings of delisting through 36
public privacy bulletins on their websites (such as [47]), akin
to walls of shame, with each bulletin listing hundreds (or at
least dozens) of privacy-violating apps. Figure 2 shows the
SPRCs and release time of the privacy bulletins.

3 Methodology
In fall 2023, we conducted a semi-structured interview study
with 18 participants who have been involved in the privacy
compliance with SPRCs, to explore their experience and
perception of China’s large-scale SPRCs, as well as their
challenges and solutions.

3.1 Recruitment of Participants
We adopted convenience sampling to recruit participants who
have been involved in SPRCs on WeChat [67] – one of the
largest social media in China. Through our personal networks,
we joined five WeChat groups with names such as “App Privacy
Compliance Discussion Group”. These groups are composed
of a total of 1,600 members who have worked on privacy com-
pliance from different industries and companies. The group
members discuss a variety of privacy compliance issues, such
as how to use the detection tools, how to address noncompli-
ance, and what is the latest reported noncompliance and the
updated privacy review specifications. To reach a more diverse
sample, we were then referred to another four groups by our
participants. However, after reviewing the chat history for one
week, there was no privacy compliance-related content found
in the these four groups, and thus we did not recruit from these
groups. We posted recruitment information in the WeChat
groups, in which we described the purpose and procedure of



the interview study, as well as eligibility and compensation.
We also used snowball sampling [26] by asking interviewees
to share our recruitment information with their friends and
colleagues, who might be interested in privacy research.

Eligible interviewees are those who are above 18 years old
and had at least one year’s experience in privacy compliance.
Besides eligibility, we also considered the diversity of the
interviewees. The recruited interviewees take different
roles in privacy compliance in their companies, such as
app developers, technical lead, app testers, and security
engineers. The apps they work on included finance, gaming,
and education. Additionally, interviewees’ companies were
located in different cities in China, with company sizes ranging
from 20 to 200,000 employees. In total, we interviewed 18
participants, who spread across 10 different cities, with various
roles and responsibilities in privacy compliance. We observed
thematic saturation after coding 16 interviews, when no new
codes were created. Therefore, we stopped interviewing new
participants after 18 interviews and believe that we reached
theoretical saturation. Of the 18 participants, 15 were recruited
through convenience sampling and 3 through snowball
sampling. Notably, one interviewee was in Singapore, who
had developed an e-commerce app for users in China, listed
in Chinese app stores. We included this interviewee because
they also had experience with privacy compliance in China.
Interviewees’ information is listed in Table 1. We offered 100
RMB to each interviewee. The study was approved by IRB
and followed the procedures of the Ethics Review Committee.

3.2 Interview Process

We informed the interviewees about the purpose and pro-
cedures of this study and collected their consent before the
interview. The interviews were conducted in Mandarin using
WeChat call, lasting between 50-70 minutes. Interviews was
audio recorded for transcription, with interviewees’ consent.

We first asked general questions about interviewees’
industry, company size, job duties, and other background infor-
mation, to collect some contextual information about theirwork
in privacy compliance. Next, we probed their knowledge about
privacy compliance in China, by asking them when, how, what
and why they had learned about the privacy laws, provisions,
guidelines and procedures released by the government. Based
on their familiarity with privacy compliance, we probed into
how they understand, interpret and perceive the privacy compli-
ance in the development of apps,as well as how they achieve pri-
vacy compliance, such as the methods, tools, and strategies they
have used. Particularly, we asked about the steps they needed to
go through to have their apps reviewed by app stores and gov-
ernmental agencies. We probed into the challenges, problems,
and difficulties they encountered during the review. We also
encouraged them to share their opinions, feelings and strate-
gies about the review. All the translated interview questions
can be found in https://github.com/YkGUWbrF/SPRC.

3.3 Interview Analysis
We used inductive thematic analysis [12] to analyze the inter-
views. We first transcribed the audio-recorded interviews into
text and anonymized interviewees’ identifiable information.
Once the transcription was done, we deleted the audio record-
ings to protect interviewees’ privacy. Next, we read all the tran-
scribed interviews, familiarized ourselves with the data, and
independently noted down the initial codes related to intervie-
wees’ understandings, perceptions, practices, challenges and
strategies in privacy compliance. These codes are meaningful
labels attached to specific segments of the interview data. Then,
we compared our initial codes with each other, went back and
forth between codes and original data, discussed our interpreta-
tions about each individual code, and revised/refined the codes
through multiple meetings. This step ended with compiling a
comprehensive list of 875 codes. Based on the initial codes,
we collated similar codes into a sub-theme, which identified
22 sub-themes. We first gathered all the original data relevant
to each sub-theme, examined the codes and associated data,
examined the relationships between the codes, and collapsing
similar codes into a bigger and meaningful pattern. Then we fur-
ther grouped similar sub-themes into an overarching theme by
identifying the relationships between the sub-themes. We iden-
tified 4 overarching themes, namely privacy review workflow,
challenges to app developers, solutions to address challenges,
and positive changes and concerns. A thematic map was thus
formed, with 4 themes, 22 sub-themes and 875 codes. With the
initial thematic map developed, we reviewed and refined it by
checking whether the themes/subthemes captured the mean-
ings in the coded data segments and formed a coherent pattern.

4 Results

4.1 RQ1: Privacy Review Workflow
Based on the interviews, we summarize a workflow that
participants regularly go through in privacy reviews. We first
introduce the stakeholders in the workflow, and then report the
procedures in the SPRC privacy review and app store privacy
review, as two fundamental components in the workflow.

4.1.1 Stakeholders

As mentioned in Section 2.2, the enforcement of Chinese
privacy laws on mobile apps has primarily been driven by
large-scale campaigns, i.e., SPRCs, and involves multiple
stakeholders. In the following, we highlight the major
stakeholders identified by our interviewees, and we will refer
to these stakeholders throughout the paper.
•App providers refer to the companies where the interviewees
are employed. If privacy violations are detected in their apps
during the reviews, app providers, such as the companies of P6,
P8 and P12, will be notified by the government or the app stores.
• App engineers are employees hired by app providers who
conduct the technical design, development, and testing of

https://github.com/YkGUWbrF/SPRC


(a) SPRC privacy review workflow
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Figure 3: Privacy Enforcement Workflows

mobile apps. Most of our interviewees are in this role.
• App users are the individuals from whom mobile apps
collect personal data. In this study, interviewees also referred
to app users as “end users”, “individuals”, or “clients”.
• App stores are the marketplaces where app users can find
and download apps. Interviewees interacted with several app
stores in China, such as OPPO, Huawei, and Apple Store, for
app store privacy review (detailed in 5.1.2) .
•Third-party privacy certifiers emerge due to the increasing
concerns and challenges in privacy reviews. Interviewees
reported that they submitted their apps to these certifiers, such
as Bangcle Security [59] and iJiami [30], for additional privacy
review, with the aim to prevent potential privacy violations.
Their companies needed to pay the certifiers every time their
apps are reviewed.
• Government agencies are executive departments of
China, including MIIT and CAC, along with their affiliated
institutions such as CAICT (China Academy of Information
and Communications Technology). We use government
agencies to represent all of them. Interviewees noted that these
government agencies are responsible for issuing privacy laws,

provisions, and guidelines, and issuing administrative notices
to launch SPRCs (detailed in 5.1.2).

4.1.2 Privacy Enforcement Workflows

Interviewees reported that mobile apps need to go through two
types of privacy review:
SPRC privacy review workflow. As shown in Figure 3a,
interviewees explained that the SPRC privacy review is
initiated by government agencies to select a subset of apps
available in major app stores ( 1⃝). This review is periodical,
occurring every 1-2 month. The selected subset of apps usually
favors those with a large user base in China. Government
agencies either collaborate with third-party privacy certifiers
or build their own certification services, to conduct this
periodical privacy review ( 2⃝). For instance, P3 and P8 told us:
“From what I know, the MIIT has entrusted the CAICT to
build their own [app privacy review] platform.”

“The MIIT also invites some third-party privacy certifiers.”
If an app is found to have privacy violations, the government
agencies will issue a public bulletin regarding the app’s pri-



vacy violations on government websites ( 3⃝). Subsequently,
the government agencies will send the app review reports con-
taining the violations to the app stores ( 4⃝). App providers are
then notified of the privacy violations of their apps and receive
the reports from the app stores ( 5⃝). The app providers need to
address the privacy violations based on the reports ( 6⃝). If the
app providers have purchased the service from the third-party
privacy certifiers, the third-party certifiers will provide com-
pliance services and rectification suggestions to app providers
based on violation reports ( 7⃝) It’s important to note that, due to
the presence of privacy violations, app providers are only given
a short period of time, typically 5 business days, to rectify their
apps. Once the app providers address the violations in a new
version, they will submit it to the government agencies for a
second review ( 8⃝). If the new version fails to address the viola-
tions adequately, government agencies will notify app stores to
remove the apps from their listings ( 9⃝). For example, P3 noted:

“They [government agencies] implemented two mechanisms,
notification [placing on bulletins] and app store removal.
If the rectification is not completed within five days, then
the app is removed from the app stores.”

App store privacy review workflow. As shown in Figure 3b,
the interviewees reported that once an app is developed, its
provider submits it to app stores for privacy review before
making it available for end users ( 1⃝). The app stores review
the app in accordance with their app review specifications
( 2⃝), which are drafted based on the privacy laws, provisions
and guidelines from the government agencies. If no privacy
violations are identified during the review process, the app will
be published in the app stores without any changes. However,
if privacy violations are detected, the app stores will generate a
privacy review report and send it to the app provider ( 3⃝). The
app provider must address the violations in the review reports
( 6⃝). It’s worth noting that this rectification and resubmission
process may occur multiple times until all violations are
appropriately resolved. For app providers are concerned with
potential privacy noncompliance, they may choose to conduct
an internal privacy review on their own ( 4⃝) or pay third-party
privacy certifiers for pre-review ( 5⃝), before submitting to app
stores. These reviews ( 4⃝ and 5⃝) are optional and can take
place in any sequence. For instance, P9 shared:

“We need to publish our apps on five different app stores,
Xiaomi, Huawei, and then Vivo, and AppGallery. When you
submit your app, there are usually one or two app stores
that don’t pass the review, and then you have to revise.”

Information flow. In addition to the aforementioned
workflows, interviewees also mentioned an information flow
stemming from privacy laws (as depicted in Figure 3c). Specif-
ically, app providers, app stores, and third-party certifiers take
the privacy laws, provisions, and guidelines issued by govern-
ment agencies as input ( 1⃝). Subsequently, app providers strive
to develop privacy-compliant apps based on their interpretation
of the laws, provisions and guidelines ( 2⃝). App stores and

third-party certifiers build their app review specifications
in line with the administrative notices of SPRCs, based on
privacy laws, provisions, and guidelines. Interviewees, such as
P5 and P18, indicated that the app review specifications would
update frequently with the updates of SPRCs ( 3⃝).

Interviewees report that SPRCs involve various stakehold-
ers such as app providers, app stores, third-party privacy
certifiers, and government agencies. In SPRCs, mobile
apps undergo two types of privacy reviews: the SPRC
privacy review and the app store privacy review.

4.2 RQ2: Challenges to App Developers
We report three major challenges that interviewees have
encountered in the privacy reviews and privacy compliance.

4.2.1 Inconsistencies

Same app receives inconsistent privacy review reports
from different app stores. Eight interviewees (from both
small companies, such as those of P7 and P9, and relatively
large companies with over 1,000 employees, such as those
of P1, P8, P14, P16, P17, and P18) mentioned that they
received privacy review reports with inconsistent results when
submitting their apps to multiple app stores for review. Each
app store develops their own privacy review specifications and
tools based on the laws, provisions and guidelines issued by
the government. They may interpret and implement the laws
differently. The interviewees attributed the inconsistency of
the results to the different detection tools adopted by the app
stores, as app stores do not always update their tools at the same
time. They also do not implement all the updates at once, but
selectively deploy important updates that they value first. P9
pointed out that some app stores, citing Xiaomi as an example,
even outsource their privacy reviews to different third-party
privacy certifiers, each providing different services or offerings.
These issues led to privacy violations reported by one app store
but not by the other. As a result, app developers need to invest
a large amount of time to triage the reports from the app stores
and explore the reasons behind the inconsistent detection
results, which wastes their time that were supposed to be spent
on privacy violation mitigation. For example, P9 noted:
“Those app stores often outsource their privacy vetting to
over ten different third-party companies, and therefore, the
results sometimes are not consistent.”
In addition to the inconsistent app review results from

app stores, the quality of the app stores’ reports, such as the
granularity and comprehensiveness of results, also varies
between app stores. Participants reported that some app stores,
such as OPPO and Vivo, present detailed information about
privacy violations in their reports, including class/method
names and app stack traces, making it easy for app developers
to pinpoint the exact reason behind the violations. However,
other app stores, such as Xiao Mi, failed to provide these



details. They simply listed the general privacy violations
without why and where, leaving the developers to explore on
their own. Such exploration demands significant effort from
developers, since searching for the causes (e.g., piece of code)
of the violations and confirming them can be tedious and
time-consuming. It becomes even more difficult considering
that the code that leads to the violations may not be developed
by their own teams, and in many cases, not even from the same
company (e.g., third-party code). For example, P4 told us:

“For instance, from my perspective, OPPO and vivo provide
similar reports in an Excel spreadsheet, detailing stack
information. In contrast, platforms like Xiaomi and
Yingyongbao don’t provide such details, just a table, very
general about the problems, leaving you to investigate
yourself. This can be rather troublesome.”

App developers’ self-testing results are different from
app stores’ privacy review reports. The privacy violations
identified by app stores often do not show up when app
developers test their apps themselves. Two interviewees (P7,
P14) noted that app stores reported violations in their apps for
collecting sensitive data and for posting permission requests
before users accept privacy policies. But these violations could
only be found in the devices used by the app stores. When
the app developers tested the apps on their own devices, they
had a difficult and frustrating time reproducing the reported
violations because they were unable to observe the behaviors
in the apps. The major cause of this issue is that the app stores
used different devices to test the apps from the app developers,
and the app violating behaviors show up only on those devices.
For example, P7’s app turned out to collect additional data
on app store’s device (Huawei Mate 50 series devices). P14’s
app tended to post additional permission requests before
privacy policies on app store’s device. But these issues did not
show up in app developer’s devices. It is impractical to ask
app developers to adopt the same devices as the app stores’,
because they are unaware of the devices that the app stores
would use, among hundreds of different existing devices,
before the review. For instance, P7 said:

“The device model, which can sometimes lead to different
test results... testing on the Huawei Mate 50 series (in app
store review), an app was found to collect data... However,
this issue was not observed in other device models.”

App developers and app stores define sensitive personal
data differently. App developers and app stores often have
an inconsistent understanding of what personal data should
be considered sensitive and warrant better protection through
the enforcement of privacy laws. This inconsistency mainly
concerns user-specific and device-specific data. Particularly,
P9 believes that data directly associated with users (e.g., phone
number, family information) is highly sensitive, while device-
specific data alone (e.g., Android ID, IMEI) is not considered
sensitive. However, app stores and the tools they use focus on
detecting the unauthorized collection of device-specific data,

providing almost no coverage for user-specific data. This issue
is primarily caused by the limited capabilities of their tools to
identify user-specific data. App stores’ tools can easily detect
device-specific data by monitoring a fixed set of system-level
APIs that emit the data. But their tools are not capable of
identifying user-specific data due to the contextual nature of
the data to each app. For example, P9 mentioned:
“In fact, for us [a business-to-business (B2B) app], user
data such as national ID, passports, phone numbers, and
family info are considered sensitive data... But Android ID,
Mac addresses, IMEI are not.”

Popular apps are reviewed more strictly than unpopular
apps. Interviewees reported that different apps can undergo
different levels of privacy review by app stores. For most
unpopular apps, app stores usually run automated analyses to
detect their privacy violations. However, they apply additional
manual analysis to popular apps, such as DiDi (a leading
taxi-hailing app) and Meituan (the most used food-delivery
app in China), which are used by nearly everyone in the
country. One reason behind the different reviews is that the
government-level privacy review (SPRC privacy review)
tend to focus on popular apps with a large user base in China.
Hence, app stores follow this pattern and perform extra manual
analysis on popular apps. For instance, P5 said:
“For less well-known apps, the review process is primarily
automated... There can be exceptions for particularly
famous applications with a wide user base, such as Didi,
Meituan, or Douyin. These popular apps often undergo
some extra manual review.”

Automated analysis is more efficient, but often fails to
reveal privacy violations hidden in deeper program paths (e.g.,
requiring more user interactions to trigger), whereas manual
analysis can complement the detection of these violations by
exploring deep paths. Thus, unpopular apps are not evaluated
as thoroughly as those popular apps, leaving questions about
the extent of privacy assurance for these unpopular apps,
which also collect personal information from end users.
The functionalities offered by third-party SDKs do not
align with the privacy review requirements. Third-party
SDKs play a crucial role in the supply chain of almost every
app. When integrating these SDKs, interviewees anticipated
incorporating only the functionalities required by their apps
to meet the privacy compliance requirement in the privacy
reviews. However, interviewees reported that SDKs often
introduce unnecessary functionalities. For instance, P11
described a situation where their app initially needed an
SDK solely for displaying maps based on user location data.
Nevertheless, P11 ended up integrating a multi-functional
SDK that not only displayed maps but also included voice
recording features. The issue arises because the SDK must
be used all-or-nothing, preventing P11 from selectively
enabling only the necessary features. As a result, this led to
the collection of unnecessary personal data, which is deemed



redundant and a violation in the privacy review. This challenge
reflects the limitation of third-party SDKs and the challenges
posed to privacy compliance, as they lack the flexibility to be
configured and customized to the specific needs of apps:
“For example, your app requires location access functional-
ity, while other apps may need recording or other features.
Considering the variety of apps, they only offer one SDK,
but it’s used in different scenarios in different apps... For
third-party SDKs, it’s not feasible for them to customize
an SDK specifically for your app’s needs.”

4.2.2 Yesterday’s Compliance, Today’s Noncompliance

Frequent updates to app review specifications make previ-
ously compliant apps noncompliant. The frequent changes
of app review specifications of app stores have posed extra
challenges to app developers. Five interviewees (P1, P3, P5,
P14, P18) reported experiences with frequent changes in their
apps’ compliance status. In other words, an app initially iden-
tified by app stores as privacy-compliant can swiftly become
non-compliant due to the updates in the app review specifi-
cations. Consequently, the app must undergo an unexpected
rectification process, potentially requiring re-submission to
app stores. This incurs a significant cost in terms of resources,
money, and time to the app’s provider, like what P5 said:
“There was a time when Bluetooth information was not
considered personal data, but within a month, it was
reclassified as such, which put us in a difficult situation,
because we have to adapt accordingly”
Complicating the problem is the use of open-source

tools. App developers often want to check their apps using
open-source tools before submitting to privacy reviews.
However, these tools are not always updated to catch up with
the changes in the privacy review specifications. As a result, an
app that these tools reported as compliant can have violations
in the privacy reviews. For example, P11 said:
“Many issues arise from the tools not being updated
promptly, then submissions were returned after review.”

Constant updates to the apps make long-time privacy
compliance unattainable. App providers need to regularly
update their apps to keep up with technological advances and
enhance the user experience. However, these updates can po-
tentially introduce privacy violations to the apps. Interviewees
noted that many app updates are delivered through dynamic
features that don’t require the apps to be resubmitted to app
stores. This creates challenges for privacy enforcement from
the perspectives of both app stores and app providers.

Currently, app stores only review the snapshot taken during
the initial app submission and lack practical ways to monitor
and review dynamic updates for privacy concerns. As a result,
an app that was compliant at the time of submission may no
longer be compliant due to subsequent updates. App stores,
identified by SPRCs as partially responsible for the apps they

distribute, cannot provide a reliable guarantee to app users
about the privacy status of apps, even those they have reviewed.
For instance, P18 mentioned that:
“Because those updates are not approved by them [app
stores], nor will there be reviews... they will not know that
the app has been updated”
Second, these app updates also pose challenges for app

providers striving for privacy compliance. Three interviewees
(P6, P9, P12) pointed out that their apps have such updates,
and thus it is infeasible to maintain privacy compliance all
the time. In particular, P12 explained that, as part of a security
testing team, conducting privacy reviews for these app updates
was infeasible due to the sheer volume of items to test. Due to
this, P12 believes that achieving complete privacy compliance
is not possible:
“However, we can’t guarantee 100% compliance since
there are too many items to test. An app might be compliant
at the time of testing, but later additions of new features
or modules could result in non-compliance. Therefore,
compliance is time-bounded, or it can only be approximated
by removing major issues, but there is no absolute and
long-term privacy compliance.”

4.2.3 Lack of Institutional Support from App Providers

Lack of support for studying privacy laws. Achieving pri-
vacy compliance requires a deep understanding of privacy laws,
provisions, and periodical SPRC-related administrative notices
issued by the government agencies. Whenever the government
agencies issue an administrative notice for SPRCs, the review
specifications will be updated, and the app developers are re-
quired to update their understandings as well. Ideally, these le-
gal and governmental documents should be translated by legal
professionals first before consumed by app developers. Nev-
ertheless, four interviewees (P8, P9, and P10 in app developer
roles, and P15 in a security engineer role) reported that they had
to invest a significant amount of effort studying and tracking
changes in the laws by themselves. These interviewees work at
companies of different sizes: P8’s company has 5,000+ employ-
ees, while P9’s and P15’s companies have 20+ and 100+ em-
ployees, respectively. This indicates that both large and small
companies lack support for studying privacy laws. For instance,
P10 complained about the complexity of legal terms, and high-
lighted that there should have been some legal professionals to
help them decipher specific terms applicable to them and piec-
ing them together into actionable items for engineers. However,
the app providers attempted to minimize costs by not hiring a
legal professional and asked app developers to take on the re-
sponsibility of studying and interpreting the laws. Additionally,
participants reported that statements are lengthy and designed
to cover a broad range of mobile apps. As the app developer
for a specific app, they must read all the statements, figure out
the specific statements applicable to their app, and translate
the statements into concrete technical requirements based on



his own understanding. Lacking professional legal and privacy
support not only increases burdens for app developers but can
also lead to erroneous or biased understanding since most engi-
neers do not have expertise in laws. For instance, P10 said that:

“the documents are often lengthy and complex... [There is
a need] to distill some useful points for developers like us.
Simplify them, then list them one by one, so we can check
against these points. Translate them into actionable items
that developers can easily implement. Identify which legal
clauses and regulations we need to adhere to... it requires
piecing several parts of laws together.”

Lack of resources to self-validate privacy compliance. Par-
ticipants complained that they had to develop tools on their
own to self-validate privacy compliance before the government
and app store privacy reviews. As the cost of failing the privacy
review is huge, such as being publicly notified and unlisted
from the app stores, app providers hope to self-detect potential
privacy violations in their apps before officially submitting for
app stores’ or government’s review. The self-detection requires
a testing environment and a set of privacy violation detection
tools, similar to PrivacySentry [6], and Google Checks [27].
App developers were expected by their institutions to develop
these tools on their own if they want to self-detect their apps.
However, app developers mostly specialize in implementing
core app functionalities. They may not know how to build
a testing environment, or deploy tools to assess an app’s
compliance with privacy regulations. They lack dedicated
institutional resources, such as tools and privacy testers, to help
them validate their apps’ compliance status. As a result, app
developers, after implementing the main functionalities, are
further tasked with proving that the functionalities are privacy-
compliant. They are either compelled to rely on open-source
privacy violation detection tools or to learn the skill set and
implement their own tools. The former option provides no guar-
antee, as open-source tools are from third-party and unknown
entities, while the latter incurs significant learning curves and
implementation efforts. Hence, having institutional resources
(e.g., tools and dedicated testers) in place would significantly
reduce the burden on app developers, and further simplify and
enhance privacy compliance. For example, P9 mentioned that:

“For developers, ... the focus is typically on their own field,
with only superficial knowledge about other domains,
like basic understanding at best. For instance, tasks like
packet sniffing are generally within the skill set of most
programmers. However, developing a tool for detecting
(privacy compliance) issues is not quite feasible, as this
pertains to specialized tasks in the field of security.”

Lack of support for effective communication. As the
privacy reviews involve multiple stakeholders, such as app
stores, third-party certifiers, government agencies, and app
providers, interviewees (P3, P7, P11, P17, P18) highlighted the
need to perform additional communication duties with these
stakeholders about privacy review results, which happened to

both small (e.g., P7) and relatively large companies (e.g., P3,
P11, P17 and P18). The interviewees noted that these duties
create a heavy burden beyond their regular job responsibilities,
resulting in difficulties to address privacy violations within
the allowed timeframe (i.e., 5 business days).

When an app is flagged for privacy violations, the devel-
opers first initiate internal discussions, by reaching out to
legal and security teams to clarify the reports and determine
whether they agree that a violation has indeed occurred. In
the case of disagreement, the developers are then expected
to convey the perspectives of the internal teams to app stores,
third-party privacy certifiers or government agencies. After
that, developers may need to persuade the reviewers that the
reported violations are false positive. The aforementioned
communication process is followed by additional commu-
nication required by technically reproducing the identified
violations. For example, P11 mentioned that:

“First confirm the message [privacy violation reports] with
legal teams... then send to security teams to confirm the
reports... then confirm with legal team whether this [the
feature that causes violation] is necessary... if we can not
reproduce, we ask vendors [app stores] to reproduce. ”

When privacy violations are caused by third-party SDKs
(e.g., for P7), developers need to communicate the reported
violations with the SDK developers and request a patched
SDK. Unfortunately, this often turns out to be a challenging
task that requires many rounds of communication, as many
SDK providers are not responsive or not reluctant to patch
their SDKs based on individual developer’s requests.

In addition, interviewees reported that communicating as
contractors about privacy compliance is most challenging.
Some app developers worked as a contractor that develops apps
for another company. When the app fails the privacy review
due to noncompliance, the contractor developer is expected to
explain the privacy violations to the company. However, the
company is more concerned with the main functionalities of
the app, and less interested in privacy compliance. There are of-
ten situations where functionalities conflict with privacy com-
pliance (e.g., resulting in noncompliant data collection). To
resolve the issue, developers need to engage in intensive com-
munication to help the company understand the importance of
complying with privacy regulations. For example, P17 told us:

“The biggest challenge lies in the requirement confirmation
phase because sometimes clients focus more on function-
ality and may not care about privacy compliance, even
though these must be addressed. So communication on
requirements can incur significant costs.”

Lack of fairness in accountability. App engineers are unfairly
considered to hold the major responsibility or at fault for pri-
vacy violations. Upon the identification of privacy violations
in an app, the app can be removed from app stores or notified
by government. This could lead to a significant cost for the app
providers, affecting their revenue and reputations. Interviewees



noted that when this happens, app engineers are often expected
to be responsible for the privacy violations, without a fair dis-
cussion on factors such as business model and app design,
that result in the privacy violations. They mentioned that app
providers impose penalties on the app engineers who develop
or test of the codes that triggers the violations, such as reduc-
ing their salary, bonus, and job safety. Moreover, government
agencies only provide a short timeframe for app providers to
rectify their apps. To achieve compliance and release their apps,
app providers pressure app engineers to resolve these issues
quickly, threatening them with salary penalties, which ends up
with developers working overtime. For instance, P17 shared:
“The non-compliance issues in the app, which were not
identified until reviews [by app stores], is actually quite
serious within the company and will definitely result in
lower performance evaluations.”

During SPRCs, app engineers encounter various chal-
lenges, such as inconsistencies in privacy review reports
and testing criteria, constant updates to review specifica-
tions, and a lack of institutional support from app providers.

4.3 RQ3: Solutions to Address the Challenges
To deal with the challenges in Section 4.2, interviewees
developed a variety of strategies.
Performing pre-submission privacy certification. App
providers face both financial and reputational costs due to pri-
vacy violations in their apps, such as apps being removed from
app stores or being publicly notified upon the identification
of privacy violations. Rather than being passively reviewed by
external agencies, it is better for app providers to proactively
discover privacy violations themselves.

App providers, exemplified by companies such as P1,
P3, P6, P8, and P18, have adopted a pre-submission privacy
certification process to reduce the chance of potential privacy
violations, Most of these companies are relatively large, for
example, P1, P3, P8, and P18 all have 1,000+ employees. This
certification process, distinct from app developers’ self-testing,
often involves certifying the apps using professional and
commercial certification tools from third parties, or conducting
analyses within a dedicated security/privacy team. The app
provider will send their pre-release apps to a dedicated security
team that monitors all privacy-invading system interfaces and
reports their findings for developers to address. P1 referred
to this process as a “privacy fallback” or “last-minute privacy
self-review” that catches as many issues as possible before
the apps are publicized and become out of their control. For
example, P1 noted that:
“The product [app] was designed and assessed by the legal
team. However, the codes might not always align with
the design. Therefore, after compiling the final product, a
security team is needed for a comprehensive test. ”

Offering privacy compliance training sessions. App

engineers need more support from privacy and law profes-
sionals to better interpret the laws and eliminate confusion
(Section 4.2.3). Seven interviewees – P5, P12, P13, P14, and
P17 from relatively large companies with 1,000+ employees,
and P6 and P7 from small companies – mentioned that their
companies provided support through privacy compliance
training sessions, led by either external or internal privacy law
professionals.

P13 and P14 mentioned that their respective companies
would invite officials from government agencies, including
affiliated research institutions, to conduct training sessions
for their employees. Given that the rationale behind privacy
laws and guidelines is best understood by the officials who
draft them, the training provided by the officials offers the
most authoritative information for privacy compliance. This
is confirmed by P13, who stated that these training sessions
are effective since the officials would dissect the privacy
compliance requirements, elaborate on the reasons for having
them, and clarify who is responsible for meeting them, etc.
Specifically, P13 mentioned that:

“they [the officials] actually break down and analyze every
aspect for you. They present all the details, essentially
laying out the standards and how they operate.”

Six interviewees (P5, P6, P7, P10, P14, and P17) mentioned
that their respective companies provide internal privacy
compliance training for all employees. According to the inter-
viewees, the training takes various forms and spans the entire
duration of employees’ service. Some companies incorporate
past cases of privacy violations into the training, and integrate
the training into the onboarding process of new employees,
to ensure that they are privacy-prepared before commencing
their actual duties. Additionally, these companies organize
regular privacy trainings for product and engineering teams
in order to help employees stay informed about new privacy
updates. These internal training sessions are customized to
meet the specific business needs of each company. Therefore,
interviewees often feel that they get better awareness of
privacy compliance after the training, like what P14 said:

“We also provide training during the onboarding of new
employees... we conduct regular security training sessions
related to compliance... We ensure timely synchronization
if there are new standard requirements.”

Collective sense-making on privacy compliance. Since
all the apps in the app stores have to be reviewed for privacy
compliance, developers for different apps have to go through
the same privacy review process, fostering collective sense-
making and knowledge sharing among privacy engineers. Ad-
ditionally, achieving privacy compliance involves the interplay
of multiple domains such as engineering, privacy, and legal.
It has become a challenging task for which no individual pos-
sesses all the knowledge required for resolution. Consequently,
a community with different stakeholders in privacy compliance
has been formed, including app developers, law experts, devel-



opers working for third-party certifiers and developers working
for app stores. Such communities enable app developers to col-
laborate with each other and with other types of stakeholders in
making sense of privacy violations. This process is supported
by online social media groups (e.g., on WeChat) and forums.

Five interviewees (P1, P8, P11, P12 and P13) have actively
participated in collective sense-making through various means.
Interestingly, all five of these interviewees work for relatively
large companies with 1,000+ employees, which potentially
suggest that employees from these companies are more active
in sharing knowledge. Firstly, after addressing a privacy
violation, they often publicly share information about their
privacy violation and the techniques used to address it. This
aids others facing similar privacy issues in quickly identifying
potential solutions.

Secondly, when confronted with a newly reported violation
lacking a straightforward solution, they would post the
violation on social media groups or forums. Members on
these platforms then engage in discussions, offering potential
solutions in response to the post. In most cases, these
discussions lead to effective resolutions swiftly. In addition
to asking questions, they also participate in discussions about
the violations of other companies.

Thirdly, they share updates on privacy review specifications
and discuss the technical implications of these updates. These
communities have become an essential, if not the only, source
for small-sized companies to receive practical guidance for
privacy compliance. For example, P12 told us:

“I think this group is very useful. Whenever anyone has
questions, I’ve noticed that everyone is quite enthusiastic.
You can just raise your question, and everyone can offer
solutions based on your situation. If you were to ask other
companies [instead of asking in the groups], there might
be delays depending on their availability, the companies
may hold back information, or they ask for a fee.”

Building privacy compliance into SDLC. Interviewees
highlighted that building privacy compliance into the software
development life cycle (SDLC) helps avoid privacy violations.
This will avoid app developers being soly responsible for
privacy noncompliance results. Rather than relying primarily
on app developers’ implementation, six interviewees (P1, P7,
P11, P12, P13, and P18) reported that their companies involve
two or more departments in different phases of SDLC in order
to achieve privacy compliance. We did not observe any notable
differences caused by company size, since the interviewees
are from both small and relatively large companies. They
emphasized the importance of testing privacy during the
software testing phase, and noted that they consider privacy in
the app’s feature design phase, which allowed their company
to avoid privacy violations at the early stage of software
development, rather than having to reactively respond to
reported violations. For example, P18 said:

“[Privacy compliance] is considered in all steps. We

focus on ensuring that any changes in documentation are
coordinated with development. ... Testing, whether using
previously employed methods or new ones, is conducted
to ensure consistency with policies and regulations.”

To address the challenges in SPRCs, app engineers
perform pre-submission privacy certification, participate
in privacy compliance training sessions, foster collective
sense-making and knowledge sharing, and integrate
privacy compliance into the SDLC.

4.4 RQ4: Positive Changes and Concerns
Here we summarize several positive impacts that interviewees
are generally agreed upon, and the remaining public concerns
with the privacy law enforcement campaigns.

4.4.1 Positive Changes

Reduction of privacy-invading apps. Despite the challenges
discussed in Section 4.2, six interviewees (P1, P2, P3, P7,
P11, and P12) personally felt that the enforcement of privacy
laws has reduced the number of privacy-invading apps and
restricted the abuse of sensitive user data. P11 mentioned
that, prior to SPRCs, app providers, regardless of the types of
their apps, attempted to collect as much user data as possible
to build complete user profiles, and such data collection is
now “not as common as before”. P3 shared his before-SPRCs
experience participating in the development of a flashlight app
that aggressively accessed users’ calendars and subscribed
them to unauthorized charges. He highlighted that today’s
users can feel more assured due to the enforcement of privacy
laws. Furthermore, from the perspective of an average user,
P12 detailed three concrete positive changes resulting from
the enforcement of privacy laws: 1) app privacy policies
are becoming clearer and more comprehensive, 2) app user
interfaces provide improved control over privacy (e.g., through
runtime data collection requests and toggles for personalized
ads), and 3) banking apps utilize secure keyboards to safeguard
user input. Specifically, P12 mentioned that:

“First and foremost, you can see that privacy policies have
been clearly laid out, which includes complaint channels,
feedback methods, processing times, and collected informa-
tion, allowing users to understand the policies at a glance...
Secondly, from a user experience perspective, the requests
for permissions and the ability to toggle features such as
personalized ads... Then, for financial apps, the secure
keyboards are much safer to use than the standard system
keyboards, right?...Thus, with the introduction of national
laws, there’s no doubt that things will continue to improve.”

The participants’ positive feelings about the reduction of
privacy-invading apps resonate with recent app privacy reports
from independent agencies [24,31] and academic research [36],
which, for example, note a decrease in apps collecting device



identifiers such as IMEI and MAC, and an increase in apps
obtaining user consent for data processing since the launch of
SPRCs.
Growing agreement on the significance of privacy among
app engineers. By informing app engineers about privacy-
violating apps and compelling them to address these issues,
the enforcement of privacy laws exposes app developers
to essential privacy principles. This helped to cultivate a
consensus on the importance of safeguarding user privacy.
Not too long ago, stakeholders in mobile apps perceived the
collection of user data as commonplace, exemplified by the
statement made by the CEO of Baidu in 2018, suggesting that
Chinese users were willing to trade privacy for convenience,
safety, and efficiency [54]. Seven interviewees (P1, P3,
P5, P11, P12, P14, and P16), however, emphasized their
commitment to the “minimum necessary rule”, a fundamental
enforcement requirement, to ensure that they minimize data
collection in alignment with their specific business needs
whenever it occurs. P7 observed a change in the mindset
of app developers regarding the enforcement of privacy
laws. Initially, some developers resisted addressing privacy
compliance issues because of the additional engineering work
involved. However, they later acknowledged the significance
of privacy compliance, citing “what industry leaders should
do”, which resulted in quicker responses to such issues:

“Resistance to privacy compliance and rectification actions
did exist, but the situation has improved now... They [app
developers] resisted because too much work to do... Most
developers focus on their own staff, but privacy compliance
is industry leader’s considerations and is critical...
Nowadays, developers are capable of understanding
privacy compliance. They can quickly provide feedback on
the issues, which are then promptly addressed, and they are
even willing to engage in communication.”

Ongoing adaptation of privacy enforcement increases
in-depth compliance. Privacy law enforcement is continually
being strengthened to promote comprehensive privacy
compliance, with the incorporation of more stringent rules that
extend into previously uncovered user cases. According to P4
and P18, new enforcement rules are introduced to achieve both
privacy and usability simultaneously. Apps are now mandated
to request explicit consent for using privacy-sensitive
permissions. These requests must include an option to cancel,
provide clear explanations for the necessity of the permission
through non-deceptive messages, and be presented in a manner
that does not disrupt the user experience. P16 highlighted that
privacy compliance is expanding its scope to cover business
flows between apps and third parties. In cases where apps
redirect users to external web pages and user data is collected
on these pages, new rules require apps to inform users of the
data collection before users can navigate to such web pages:

“If one of our services incorporates a function from a
third-party contractor, and that contractor’s interface

requires users’ personal information without a clear
notification popup, it would be considered a violation... it
is mandatory to clearly inform them about such actions.”

Moreover, third-party SDKs were initially viewed as black
boxes, posing challenges for app developers in addressing
privacy violations within them. The evolution of privacy
enforcement has streamlined the handling of these SDKs.
In particular, government agencies began directly detecting
privacy violations within the SDKs and reporting them to
the SDK providers. As indicated by the interviewees (P4,
P7), this change was effective: many third-party SDKs are
now proactively pursuing compliance similar to apps, and
developers feel less concerned about using these SDKs.

4.4.2 Remaining Concerns

Potential techniques to circumvent SPRCs. The major con-
cerns, as expressed by six interviewees (P4, P9, P10, P12, P15,
P17), are the potential for privacy-invading apps to circumvent
privacy enforcement through various means. P9 and P15 noted
that, owing to the open nature of the Android platform, privacy-
invading apps can be distributed with any ways (such as a down-
loadable link posted online) other than app stores that require
privacy compliance. These apps can still impact a significant
number of victim users, e.g., through referrals of popular social
media platforms. P17 referred to the scandal of the Pinduo-
duo app, the most used C2B e-commercial app in China, that
collects user data by exploiting operating system vulnerabil-
ities [53], and speculated that similar bypass techniques might
be employed by other companies without being detected. P10
reported that it is a common practice for large companies to sup-
port cloud-side configuration in their apps. During app reviews,
they disable privacy-invading behaviors using this configura-
tion, and only re-enable them after receiving approval from
app stores (similar to [37]). Specifically, P10 mentioned that:

“This approach [bypassing detection] is widespread. For
example, most companies employ a strategy where they
place settings in the cloud... They deactivate these settings
when the apps are under review, and then once the app
passes the store’s review, they reactivate them.”

Manipulation of privacy policies may lead to false compli-
ance. When an app collects unnecessary sensitive user data,
privacy regulations prohibit it to ensure compliance. However,
P4, P12, and P15 highlighted instances where app providers
continued collecting data. They added seemingly reasonable
but deceptive statements to the app’s privacy policies to
justify the need for such data collection. In most cases, the
app can still be published on app stores since the stores
essentially permit any privacy practices listed in the privacy
policies, as long as users agree. This manipulation of privacy
policies is due to either innocent app developers who copy the
privacy policies of other compliant apps, hoping it helps them
become compliant as well, or malicious parties unethically



manipulating privacy policies. For instance, P4 said:

“Platforms [app stores] will not detect this [excessive data
collection described in the privacy policy]. Because from
the platform’s perspective, they assume that the user has
read that privacy policy. Yes, that’s the standard procedure.
As long as they [app stores] know there won’t be any legal
risks for the platforms, they generally allow it.”

Interviewees report that SPRCs bring several positive
changes, such as the reduction of privacy-invading apps,
growing agreement on the significance of privacy among
app engineers, and increased compliance due to the
ongoing adaptation of privacy enforcement. However, app
engineers are also concerned about the presence and use
of techniques to evade privacy enforcement.

5 Discussion

Suggestions for SPRC-based privacy enforcement. SPRCs
are large-scale campaigns under the directives of central
authorities that involve various stakeholders, such as app
providers and app stores, in the privacy enforcement process.
As illustrated in Section 4.4.1, several app engineers reported
positive changes based on their experience and perceptions,
such as in reducing the explosion of privacy-invading apps
and building agreement on the significance of privacy among
app engineers. However, these positive changes do not come
cheap. In this study, interviewees frequently reported that
enforcement pressure has unfortunately been largely shifted
onto app developers. These developers often find themselves
ill-prepared for the diverse range of tasks they are now required
to handle, such as studying privacy laws, communicating, and
conducting compliance self-testing. The root cause of these
difficulties lies in the absence of a robust mechanism (or pro-
cess) within app providers to effectively coordinate (human)
resources according to their expertise in privacy compliance.
For example, offloading the task of studying laws to legal teams
and the responsibility of communication to program managers,
thus relieving app developers of these efforts. In the long term,
it would be beneficial for app providers to establish a formal
and sustainable process that guides multiple departments to
collaborate seamlessly in order to ensure privacy compliance.

Furthermore, government agencies have successfully
motivated app providers to address privacy violations through
reporting and imposing heavy penalties, such as app removal
from stores. However, resolving these violations requires a
thorough understanding of privacy laws. While government
agencies are the primary source of information for app
providers, this study suggests they should have gone extra
mile educating especially smaller companies. While larger
firms may host training sessions with government officials,
smaller companies, like P9’s, often lack resources for such
initiatives. Therefore, increasing accessibility to these sessions
would greatly benefit smaller companies. Also, while SPRCs

benefit from scalability and rapid sanctioning, they lack the
procedural safeguards of privacy laws in other countries (e.g.,
those involving court procedures). Adding mechanisms to
enhance assurance for companies facing incorrect or unfair
judgments during sanctioning could be beneficial.
Implications to the enforcement of other privacy
laws. SPRC-based enforcement represents an effort to
enforce Chinese privacy laws with increased investment in
administrative and public resources. Applying SPRCs directly
to the privacy laws of other countries can be challenging
due to factors such as differences in governmental structure
and available resources. However, since the privacy laws
of China and other countries share strong similarities [55],
we believe that adopting at least some of the best practices
from SPRC-based enforcement may help address certain
persistent concerns in enforcing other laws. An example of
this practice is highlighting the responsibility of app stores
to conduct app privacy reviews. In some countries, app stores
are not expected to ensure privacy compliance of apps through
proactive privacy testing, but rather rely on self-compliance,
for instance, apps self-claim their data practices via the Google
Play’s Data Safety section [28]. Given that self-regulation has
almost stagnated [8], requiring app stores to launch systematic
privacy reviews on their apps can be helpful.
Limitation discussion. This study focuses on app engineers
and does not include other stakeholders involved in app privacy
compliance, such as app stores, third-party privacy certifiers,
and government agencies (as discussed in Section 4.1.1).
Therefore, our findings reflect only the perceptions of app
engineers and may not fully capture the broader landscape. For
instance, insights into how app stores review popular versus
unpopular apps, as well as their outsourcing of privacy reviews
(as noted in Section 4.2), are based on app engineers’ personal
perceptions and limited exposure to these processes. They may
not have complete knowledge of app store review procedures
or whether such popularity-based review criteria actually exist.
Consequently, the accuracy of these insights should be further
validated by involving app store representatives. Nevertheless,
our findings remain valuable. By focusing on the perspectives
of app engineers, who are key stakeholders in app privacy
compliance, including designing, testing, and implementing
privacy controls, we establish an initial understanding of the
problem space, and explore app engineers’ understanding
of SPRCs, the challenges they face, and their assessment of
these concerns. Even if some bias exists, the fact remains that
app engineers are impacted by SPRCs and face significant
challenges in their roles, indicating the need for additional
support to facilitate their work. As a next step, we plan
to conduct a multi-stakeholder exploration (e.g., through
focus groups and co-design sessions) to generate a more
comprehensive and balanced understanding of SPRCs.

Additionally, the app engineers we interviewed may have
self-censored their responses due to company policies, govern-
ment oversight, or concerns about potential negative impacts



on their careers, which could introduce bias into our findings.
While we discussed various challenges and complaints re-
ported by app engineers in Section 4.2 (e.g., inconsistencies in
privacy review reports, frequent changes to app review speci-
fications, and lack of institutional support), our findings may
lack a more comprehensive and candid discussion of criticisms
regarding SPRCs. For example, these challenges and com-
plaints are primarily directed toward app stores, third-party
privacy certifiers, and their own companies, with no direct crit-
icism of the central government, despite the fact that SPRCs
are government-initiated. This lack of criticism toward the
central government may be due to self-censorship, with app
engineers potentially avoiding any negative commentary about
the government out of concern for the potential impact on their
careers. As a result, the self-reported data from these engineers
may be incomplete and fail to fully reflect their true opinions
about the government-led SPRCs. During our interviews, we
took several steps to mitigate this bias, such as anonymizing
responses, ensuring confidentiality, building rapport and trust
with interviewees, and asking behavior- or situation-based
questions to encourage more open responses. Despite these
efforts, the findings may still provide only a partial view of app
engineers’ perceptions of SPRCs. Nevertheless, our study of-
fers an initial glimpse into app engineers’ views on SPRCs. We
recommend that future research incorporate non-self-report
methods, such as discourse analysis of public forums like Stack
Overflow, to complement the interview findings and provide a
more comprehensive perspective.

Our study is limited in scalability. Given the exploratory
nature of the study, we adopted interviews with a small
sample (18 participants) to probe open-ended and in-depth
nuances, details and reasons behind app engineer’s’ opinions
and practices in app privacy compliance. While this small
sample is common in interview studies and reached thematic
saturation, a larger sample is inevitably helpful to improve
the scalability and representativeness of the findings. We
acknowledge this limitation and hope to expand the scalability
through methods like surveys in future.

6 Related Work

Research on the enforcement of privacy laws. With privacy
law enforcement comes the question of its outcomes. Previous
research uses retrospective and comparative methods to
address this. For example, one line of research, represented
by GDPRxiv [64], Saemann et al. [57], and Wolff et al. [78],
collects information on past privacy law violations, and then
conducts aggregated analyses or case studies to gain a better
understanding of these violations (e.g., what privacy principles
were commonly violated). Another line of research compares
the apps, websites, or their privacy policies posted before and
after the enactment of privacy laws [8,23,36,40,71], in order to
measure the impacts of the enforcement of privacy laws. These
studies yield a series of observations. For example, many more
apps started to implement consent for data collection [36] and

reduce the amount of data sharing [23]. Some studies show that
privacy policies provide better transparency by covering more
data practices with improved visual representations [40], while
others have slightly contending observations, i.e., privacy
policies have doubled in size and become more difficult to
read [8]. Unlike the above studies that conduct retrospective
or comparative analysis on the violation reports and apps,
this study investigates the workflow, challenges, solutions,
and overall results of the Chinese privacy law enforcement
through the lens of app-related engineers, thanks to the deep
involvement of them in the privacy compliance.
Research on techniques to aid privacy compliance. Both
preventive and detective approaches have been developed in
academia and industry to help achieve privacy compliance.
Examples of preventive approaches include visual and struc-
tured representations and modeling of privacy laws to guide
organizations in privacy management [69,70], automated tools
to perform GDPR-compliant operations on legacy systems [4],
an information flow tracking framework that supports privacy
enforcement policies [32], and tools for automatically gen-
erating compliant privacy policies based on the analysis of app
behaviors [80,85], etc. On the other hand, detective approaches
are mostly driven by reported noncompliant privacy practices.
For example, many prior studies proposed techniques to
identify violations caused by privacy policies through
flow-to-policy analysis [9, 13, 58, 83]. Other techniques aim
to address specific types of noncompliance, such as checking
the absence of explicit and freely given consent before data
collection [34, 35, 48, 49]. In addition to that, commercial
tools, such as Google Checks [27], Data Theorem Mobile
Secure [68], AppCensus [1], and NowSecure Platform [2],
have been recently introduced with capabilities to check the
accuracy of privacy labels that developers self-report on app
stores. Notably, none of the techniques or tools proposed so
far claim to support full compliance detection for any privacy
laws. The participants in this study may not directly use these
techniques or tools, but they reported using open-source or
commercial tools designed with similar methodologies.
Research on the challenges to privacy compliance. Previous
research studies have extensively explored the challenges of
achieving genuine privacy compliance in the process of EU/US
privacy law enforcement, with most of them conducted through
surveys or interviews with privacy stakeholders [5,7,10,11,29,
33, 38, 61, 62, 65, 72, 74]. Major challenges identified in these
studies include: 1) the disconnection between technical imple-
mentations and general privacy principles [5, 33, 62, 65, 74],
2) failures in the interactions between engineers and legal ex-
perts [11, 29], and 3) a lack of knowledge about third-party
SDKs being used [7, 38], and etc. The enforcement of Chinese
privacy laws is based on SPRCs, involving a more extensive
range of stakeholders and more frequent/complex interactions
between them (which do not appear in the enforcement of
US/EU privacy laws). This allows us to report a set of unique
challenges that manifest in SPRC-based enforcement 4.2.



7 Conclusion
Recent years have seen significant positive changes due to
the enactment of privacy laws. However, regulators are often
under-resourced and have limited bandwidth to investigate the
large number of apps. In contrast, since 2019, China has imple-
mented Special Privacy Rectification Campaigns (SPRCs) to
address widespread privacy issues in its mobile app ecosystem.
The campaigns feature large-scale privacy reviews of apps
and impose strict sanctions for identified violations. Despite
some reports on SPRCs, the effectiveness and potential issues
of these campaigns remain largely unclear. This paper seeks
to evaluate this new campaign-style privacy enforcement ap-
proach and offer insights for future law enforcement practices.
Through 18 semi-structured interviews with app-related engi-
neers involved in SPRCs, we report new understanding about
their process, challenges, solutions, and the impact of these
large-scale campaigns. Our findings reveal the operational
workflow of SPRCs and the challenges faced by app develop-
ers in compliance with these campaigns. Despite developers’
adoption of technical and behavioral solutions to overcome
these challenges, concerns persist regarding the effectiveness
of SPRCs in addressing all privacy violations.
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A Participants’ information
Table 1 lists the background information of the participants in our
interview.

Table 1: Participants’ Background
No. Comp. Size City Years App Type Department Role

1 6,000+ Beijing 3+ Entertainment Development Developer
2 2,000+ Wuhan 3+ Finance Development Team leader
3 200,000+ Hangzhou 5+ Safeguard Law Policy interpreter
4 40+ Shanghai 6+ Tool Development Developer
5 4,000+ Beijing 5+ Security Security Regulator
6 100+ Shanghai 1+ Car system Development Developer
7 50+ Hefei 1+ Finance Security Security tester
8 5,000+ Beijing 4+ Estate Development Developer
9 20+ Shenzhen 3+ Education Development Developer

10 † Singapore 6+ E-commerce Development Developer
11 10,000+ Hangzhou 1+ Social, Office, Education Security Security tester
12 3,000+ Beijing 2+ Finance Development Security tester
13 1,000+ Wuhan 3+ Tool Technology software manager
14 1,000+ Suzhou 4+ E-commerce Security Security tester
15 100+ Hangzhou 3+ Game Security Security engineer
16 20,000+ Zhengzhou 4+ Finance Security Security engineer
17 2,000+ Changsha 1+ Communication Test Test engineer
18 1,000+ Hefei 5+ News Development Technical leader

† P10 preferred not to disclose the company size.
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