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Abstract 
Dark patterns (DPs) refer to unethical user interface designs that 
deceive users into making unintended decisions, compromising 
their privacy, safety, financial security, and more. Prior research 
has mainly focused on defining and classifying DPs, as well as as-
sessing their impact on users, while legislative and technical efforts 
to mitigate them remain limited. Consequently, users are still ex-
posed to DP risks, making it urgent to educate them on avoiding 
these harms. However, there has been little focus on developing 
educational interventions for DP awareness. This study addresses 
this gap by introducing DPTrek, an experiential learning (EL) plat-
form that educates users through simulated real-world DP cases. 
Both qualitative and quantitative evaluations show the effective-
ness of DPTrek in helping users identify and manage DPs. The 
study also offers insights for future DP education and research, 
highlighting challenges such as user-unfriendly taxonomies and 
the lack of practical mitigation solutions. 

CCS Concepts 
• Security and privacy → Social aspects of security and privacy; • 
Social and professional topics → Computing education. 
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1 Introduction 
In 2010, Harry Brignull coined the term “dark pattern” (DP) [18] 
to describe a wide range of unethical user interface (UI) designs 
that deceive users into making unintended and potentially harm-
ful decisions, ultimately benefiting online businesses. Typical DPs 
include online shopping websites that stealthily add unwanted 
items to a user’s shopping cart, leading to unintentional pur-
chases and financial losses [20], and websites that aggressively 
track users by making the cookie opt-out process deliberately com-
plex and frustrating [22]. Recent years, DPs have drawn signifi-
cant attention within the Human-Computer Interaction (HCI) re-
search [26, 47, 59, 60, 85, 86, 92], with a focus on developing com-
prehensive taxonomies to classify various categories of DPs and 
empirically studying their manipulation on users. Current efforts 
to regulate DPs in real-world software and websites focus only on 
specific aspects, such as DPs that clearly involves deception (e.g., 
those regulated by the FTC Act [14]) and DPs in children-related 
advertisements (e.g., reviewed by CARU [109]). While a few studies 
have attempted to mitigate DPs by rewriting UIs [42, 43, 73], the 
proposed solutions have not been widely adopted in real-world 
settings due to deployment challenges [42, 43]. 

Therefore, the widespread prevalence of DPs is likely to continue 
exposing online users to harms. Even worse, knowledge about DPs 
remains largely confined to research communities, and online users 
struggle to identify their exposure to DPs, let alone confidently 
avoid its potential harms. So far, there has been limited attention to 
developing and evaluating educational interventions that effectively 
teach users about DPs, such as its characteristics, harms, and ways 
to identify and cope with them. To address this gap, our study 
investigates the design and effectiveness of user education on DPs 
through a new learning platform called DPTrek. The key feature 
of DPTrek is its use of experiential learning (EL) [72] to provide 
users with concrete experiences related to DPs – the first attempt 
of its kind. Specifically, we built simulated DP cases by replicating 
DP instances reported in the real-world [4, 18, 60], which cover all 
five DP categories as described in widely used DP taxonomies [60], 
such as Nagging, Obstruction, and Sneaking. Based on the simulated 
DP cases, DPTrek educates users about each DP category through 
a four-phase module, Experience-Reflection-Learning-Experiment, 
corresponding to the major phases of the EL learning model. 
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To evaluate DPTrek, we recruited 38 participants and performed 
a controlled experiment, dividing participants into the treatment 
group, which learns about DPs through DPTrek, and the control 
group, which learns through Web-based Static Content Learning. 
We perform a series of post-intervention evaluations on partici-
pants’ capabilities to identify and avoid DPs, their knowledge about 
DPs, and their subjective learning experiences (quantitatively and 
qualitatively). The evaluation results are encouraging. DPTrek en-
hances users’ abilities to identify and cope with DPs, as well as 
their understanding of the associated consequences. Participants 
found DPTrek enjoyable and aesthetically appealing. Additionally, 
participants appreciated the use of real DP cases in DPTrek in 
the interviews. However, our evaluation also reveals several issues 
in DP education, such as practical challenges in coping with DPs 
and difficulties in identifying the categories of DPs. We discuss 
these issues and explore the implications of our research for both 
DP education and broader cybersecurity education. We released 
a website with detailed information about the DPTrek design at 
https://dptrek.github.io/dptrek/. 

Our study contributes by making the first attempt to educate 
users about DPs with concrete experiences through EL, which in-
forms the design of EL-based educational approaches in the field 
of HCI and cybersecurity. It also provides valuable insights and 
advances understanding of issues and gaps in current DP research. 
Particularly, it highlights the limitations of the existing DP tax-
onomies that prevent broad end-user awareness and identifies the 
lack of effective tools for mitigating DPs, which are important for 
guiding future research in this domain. 

2 Related Work 

2.1 Dark Patterns 
Recent studies have investigated DPs from multiple research per-
spectives. For instance, a number of studies analyzed DP instances 
reported by practitioners, developed definitions, types, and tax-
onomies of these patterns, and evaluated their consequences in 
both general settings [60, 82, 83, 86] and specific contexts such as 
online games [124] and privacy features offered by software or IT 
systems [15]. These studies contributed to a better understanding of 
DPs within the research community, yet the resulting taxonomies 
are often not designed with end users in mind. 

From a regulatory perspective, policymakers and regulators, such 
as the FTC [1], enforce consumer- and privacy-focused laws and 
regulations[14, 29, 45, 46, 80, 119] to combat DPs, particularly those 
that lead to deception or privacy violations [30–32, 51, 95]. Also, 
self-regulatory organizations, such as the Children’s Advertising Re-
view Unit (CARU), have established guidelines for online businesses 
to self-regulate dark patterns involved in advertising targeting chil-
dren [109]. These regulatory efforts are designed to address DP 
instances that clearly involve deception or privacy violations. At 
the same time, as reported by the FTC workshop on “Bringing Dark 
Patterns to Light” [52], even such efforts are constrained by the 
limited resources available to regulators for investigation. Conse-
quently, a significant portion of DPs that involves manipulative 
practices remains uncovered. 

Further, to measure the prevalence of DPs in the wild, prior re-
search developed methods for automatically detecting DPs through 

UI analysis using techniques such as computer vision and natu-
ral language processing [25, 26, 49, 81, 84, 85], empirical content 
analysis [47, 59, 89, 92], and user-based studies [47, 88, 105]. For 
example, Mathur et al. [85] crawled 11,000 shopping websites and 
detected those using DPs by clustering and inspecting textual UI 
elements. Similarly, Moser et al. [92] analyzed 200 shopping web-
sites by examining the content hosted on the websites. Radesky et 
al. [105] reported the prevalence of DPs in child-directed apps by 
analyzing children’s usage data from mobile applications. However, 
many of these studies face technical or scalability challenges, such 
as being unable to detect DPs spanning multiple UIs (as reported 
in [84]), or requiring an unaffordable amount of manual effort to 
review the UIs. In addition to detection, several studies went further 
into mitigating DPs by rewriting (or modifying) UIs [42, 43, 73], or 
highlighting suspicious patterns to end users [25]. These solutions 
have not been widely adopted in real-world settings due to deploy-
ment challenges, such as high implementation workload, scalability 
concerns, robustness issues, and the risk of voiding software war-
ranties [42, 43]. 

In fact, the communities have recognized the importance of 
educating end users for minimizing the harms of DPs [52]. However, 
aside from online websites [18] and social media accounts [17] that 
expose websites or software involved in DPs to the public, and a 
few studies that highlight potential DPs to users [25], there has 
been a lack of research on developing effective DP education for 
end users. 

2.2 Cybersecurity Education 
In this section, we review cybersecurity education literature to 
examine whether existing cybersecurity education approaches can 
inspire DP education, as DPs are closely related to cybersecurity. 

Cybersecurity education plays a crucial role in safeguarding 
users from cyber threats, encompassing a broad range of topics 
including cryptography, authentication, secure programming, pri-
vacy, misinformation, and phishing [37, 116]. One major effort is 
the formal cybersecurity education, such as coursework, seminars 
and certification programs, which are mostly instructor-led in struc-
tured settings, providing foundational cybersecurity knowledge 
to nurture future cybersecurity workforce [34, 58, 103, 104, 118]. 
Existing research on formal cybersecurity education has focused 
on pedagogical approaches, curriculum design, and the evaluation 
of student learning outcomes [116]. For instance, Jones et al. inter-
viewed cyber professionals to rate the importance of cybersecurity 
knowledge, skills, and abilities based on the National Initiative 
for Cybersecurity Education (NICE) Framework [94], and recom-
mended cybersecurity curricula [69]. Organizational research has 
proposed various workplace cybersecurity trainings to increase 
employees’ awareness and compliance with information security 
policies [5, 9, 56, 64, 71]. Though formal cybersecurity education 
are vital, their influence often remains within the boundaries of 
their home institutions [110], hindering broader impact beyond 
formal settings. 

Informal cybersecurity learning, which happens outside formal 
settings, offers users a flexible, accessible way to cybersecurity edu-
cation [40, 103]. Users can learn in everyday lives [40, 122], making 
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it a valuable alternative channel for promoting cybersecurity knowl-
edge. For instance, Fact-and-Advice delivers cybersecurity knowl-
edge in text [120], graphic [74], or video format [8, 41] through 
webpages, news, and social media [93, 103, 107]. Storytelling uses 
plots and narratives to share stories of cybersecurity incidents and 
to resonate with listeners, promoting social influence among peo-
ple [39, 54, 66, 99, 104]. Cybersecurity games gamify cybersecurity 
education via role-playing simulation [10, 33, 121], tabletop card 
games [13, 44, 57, 63, 114], capture-the-flag [27, 79, 98], and adven-
ture games [48]. Research has shown that these informal methods 
significantly improve users’ ability to combat cybersecurity threats, 
while providing more accessible and flexible cybersecurity educa-
tion to the public [11, 63, 74, 98, 120, 121]. 

While both formal and informal methods have achieved consid-
erable success in cybersecurity education, neither have specifically 
addressed the education of users about DPs. DPs affect a diverse 
range of users during their everyday interactions with websites, 
suggesting that informal methods might better enhance the ac-
cessibility and flexibility of education. However, existing informal 
cybersecurity education methods often fall short in providing first-
hand experience. For instance, “Fact-and-Advice” methods lack rel-
evance to learners’ personal experiences [120]. Storytelling, which 
shares others’ experiences, does not involve direct participation 
or emotional engagement from learners. While gamified cyberse-
curity education allows learners to experience cyber threats and 
gain knowledge first-hand, it structures real-world experiences into 
game-like activities with defined rules, objectives, and outcomes 
[10, 33, 121]. This structured approach differs from the unstructured 
nature of real-world experiences. Additionally, gamified education 
often lacks support for reflection, a crucial component for internal-
izing lessons, understanding personal growth, and making improve-
ments [72]. As DPs are deceptive, complex and not transparent, 
sometimes resulting in immediate benefits to users in exchange for 
long-term privacy and security risks, learning through experience, 
namely Experiential Learning [72], will allow learners to accelerate 
the whole process of DPs to experience the harmful consequences. 
Additionally, EL enables learning through a cycle of experience, 
reflection, and experiment [72], which supports first-hand engage-
ment to reinforce cybersecurity practices. 

2.3 Experiential Learning 
Experiential learning (EL) is a learning model in which learners 
gain knowledge through concrete experiences combined with criti-
cal reflection on those experiences [72]. This model encompasses 
four essential components: concrete experience, reflective observation, 
abstract conceptualization, and active experimentation [72]. These 
components form a cyclical process, with each stage feeding into the 
next, and the cycle can be entered from any stage. Typically, most ap-
plications begin with concrete experience. In contrast to traditional 
learning methods that rely on lectures and repetition, EL integrates 
both conceptual and practical knowledge, applying it to real-world 
situations [72]. A common example of EL is an internship, where 
students apply theoretical knowledge gained in the classroom to 
practical work settings within a company [70, 111, 115]. During 
internships, students engage in specific job tasks to gain concrete, 

hands-on experience and reflect on their experiences through docu-
mentation and mentoring meetings. They learn from mentors, who 
are professionals in the field, helping them bridge the gap between 
academic concepts and practical application. Through reflection 
and conceptual learning, students gain new insights and experiment 
with these insights in subsequent tasks. As they encounter new 
challenges, this iterative EL process deepens their understanding of 
the knowledge acquired and enhances their ability to apply it effec-
tively in real-world scenarios. EL is most effective when learners 
need to acquire practical skills and actively apply them to solve com-
plex real-world problems [87, 91]. As real-world problems are often 
context-specific and ill-structured, EL provides learners with direct, 
personal encounters that help them understand the context and 
develop problem-solving skills [12, 91]. EL has been widely applied 
in domains that emphasize real-world problem-solving, such as 
entrepreneurship [87], public administration [12], and HCI [50, 67], 
and demonstrated its effectiveness [91]. For example, Ibrahim et 
al. [67] utilized EL to investigate how pregnant individuals with 
Gestational Diabetes Mellitus learn lifestyle management strategies. 
They found that EL was beneficial in helping these individuals gain 
a sense of control over their condition. El-Glaly et al. [50] applied 
EL to teach computer science students about creating accessible 
software and found it effective in raising awareness about the im-
portance of accessibility and educating students on foundational 
accessibility topics. 

While EL has seen extensive application in various domains, its 
use in cybersecurity education remains limited. To our best knowl-
edge, only a few studies have explored EL within digital literacy 
training. For example, Pretorius et al. [100] effectively employed EL 
to teach college students how to assess the reliability of informa-
tion sources. Similarly, Zou et al. [126] applied EL to enhance social 
media literacy. Their study demonstrated that EL led to higher 
engagement and improved learning outcomes among youth learn-
ers [100, 126]. Despite these promising results in applying EL to 
digital literacy education, the understanding of its application in 
cybersecurity education – particularly in the context of DP educa-
tion – is still limited. DP education emphasizes real-world problem 
solving for addressing DPs, which aligns with the core focus of 
EL. Second, DPs are highly context-specific, with their design, lay-
out, and functionality varying across different environments. EL 
enables learners to recognize and address various DPs in realistic, 
contextually rich scenarios. Third, the consequences of DPs are 
often dangerous, ambiguous, and ill-structured. EL offers a safe 
environment for learners to explore and understand these conse-
quences while developing the critical thinking and problem-solving 
skills required to navigate them effectively. These factors motivate 
us to design an EL-based platform specifically for DP education. 

3 Methods 

3.1 DP Experiential Learning Platform: DPTrek 
Recognizing the potential of EL to engage learners and enhance un-
derstanding by connecting abstract concepts to hands-on practice, 
we developed DPTrek, an EL platform that simulates real-world DP 
cases to teach online users about the concepts and consequences of 
DPs, and ways to cope with it. 
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Five modules of DPTrek. DPTrek contains five modules cor-
responding to five DP categories as classified in Gray et al. [60]. 
Specifically, (1) Nagging: persistently reminding users to take an 
action, often in an annoying and coercive manner. (2) Obstruction: 
deliberately making a process more difficult than necessary to dis-
courage or prevent specific actions. (3) Sneaking: hiding, disguising, 
or postponing the revelation of information important to the users. 
(4) Interface Interference: manipulating UIs to prioritize specific ac-
tions over others. (5) Forced Action: requiring the user to complete 
a specific action to gain or maintain access to certain functionality. 

Four simulated DP cases for each module. We gathered four real-
world DP cases reported in prior efforts, including Gray et al. [60], 
the companion website [4], and Brignull’s website [18]. These cases 
are used in different phases of the study: two are used in DPTrek 
for users to experience and experiment with DPs, and two are used 
in the test. Each case is accompanied by options for successfully 
avoiding harms of the case, such as rejecting, leaving the website, or 
reporting it. In Table 7, we present the descriptions of the DP cases, 
their sources, the phases of the study in which they are used, their 
consequence and strategies. Based on the collected real-world DP 
cases from prior efforts, we created the web-based simulations of the 
DP cases through a semi-automated process using large language 
models. Specifically, we used the descriptions of the reported real-
world DP cases (as shown in Table 7 in Appendix A) as input and 
requested ChatGPT [97] to generate web code that mimics the 
interfaces described. We adjusted the code to ensure it was both 
functional and visually appealing to end users. 

Four phases in each module. To guide learners through EL, each 
module of DPTrek is structured into four phases: 1) Experience 
phase, which corresponds to the concrete experience in Kolb’s Expe-
riential Learning (EL) cycle that learners engage with new informa-
tion through tangible, immersive experiences [72]. In this phase, 
learners are presented with a simulated DP case and navigate it 
freely, while simultaneously protecting their interests. If they fall 
into the DP case, they experience simulated consequences that illus-
trate the harms of such cases, such as targeted advertisements and 
financial loss, based on prior studies [4, 45, 60]. 2) Reflection phase, 
which aligns with reflective observation in Kolb’s EL cycle. Here, 
learners reflect on their experiences in the DP case, including their 
observations, feelings, and the frequency of similar encounters in 
everyday life [72]. 3) Learning phase, which pertains to abstract 
conceptualization in Kolb’s EL cycle. In this phase, learners are in-
troduced to concepts of DPs, descriptions of previously reported 
DP cases through text and graphics, and suggestions for navigating 
them – similar to the Web-based Static Content Learning educa-
tion used in Zielinska et al. [72, 125]. 4) Experiment phase, which 
involves active experimentation in Kolb’s EL cycle. Learners are 
presented with a different simulated DP case, along with feedback 
on their actions (e.g., whether their strategies effectively mitigate 
the adverse impacts of the DP case). If they fail to manage the DP 
case effectively, they will see the simulated consequences. Figure 1 
shows the screenshot of DPTrek in the experience phase of Forced 
Action. We have also released a website with detailed information 
about the DPTrek design at https://dptrek.github.io/dptrek/. 

Four phases in each module. We implemented DPTrek on web-
pages. Before the full-scale evaluation, we conducted 6 one-on-one 
pilot sessions with education experts and learners to gather feed-
back and improve DPTrek. These 6 pilot sessions involved two 
education experts (one education researcher and one educator) and 
four learners (students from our institution), whom were recruited 
through our personal networks. The pilot sessions were conducted 
via Zoom. In the pilot sessions, the experts and learners were asked 
to navigate through our DPTrek prototype and provide feedback. 
After we improved DPTrek based on the feedback from the pilot 
sessions, we hosted follow-up meetings with the experts and learn-
ers to reassess the improvements made to DPTrek. In total, 6 pilot 
sessions and 8 follow-up meetings were conducted, with two par-
ticipants attending follow-up meetings twice. The implementation 
and iterative improvement process took approximately 3.5 months. 
The participants in the pilot sessions were not invited to the official 
study. The data collected in the pilot sessions were not included 
the data analysis. 

3.2 Study Procedure 
We conducted a controlled experiment to examine the causal effect 
of DPTrek on educating users about DPs. Figure 2 shows the design 
overview. 

3.2.1 Recruitment and Screening. We recruited participants in the 
U.S., targeting Internet users aged 18 years or older. Recruitment 
information was disseminated through social media platforms (Face-
book, Twitter, and Reddit), institutional mailing lists, flyers posted 
on campus, and participant referrals. In total, 38 participants were 
recruited, with 36 from our institution and 2 from social media. In-
terested participants first completed a screening survey, which was 
administered via Qualtrics [2]. This survey began with a consent 
form and eligibility questions. The survey also included demo-
graphic questions, such as gender, level of education, and major. 
Additionally, we inquired whether participants had heard of DPs 
and the frequency of cybersecurity training they had received in 
the past year. These questions were included to ensure a diverse par-
ticipant sample. Finally, we collected potential participants’ email 
addresses for the purpose of contacting them and scheduling the 
study. After participants completed the screening survey, we sent 
email invitations to those who met the eligibility criteria and sched-
uled the study based on their availability. In total, we recruited 38 
participants and conducted 38 individual sessions. Table 8 in Ap-
pendix A provides a detailed overview of the demographics of the 
participants. Each participant was compensated with a $20 Amazon 
gift card for completing the study. 

3.2.2 Learning through DPTrek versus Web-based Static Content 
Learning. The 38 participants were randomly assigned to either 
the treatment or control group. 19 participants were assigned to 
the treatment group, where they used the DPTrek. The remaining 
19 participants were assigned to the control group, where they 
received web-based static content learning on DPs, which provides 
information through text and images in a manner similar to the 
“Fact-and-Advice” approach used in prior cybersecurity education 
[120]. Both DPTrek and web-based static content are implemented 
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Figure 1: A screenshot of the EL-based DPTrek. DPTrek features a four-phase learning experience – Experience, Reflection,
Learning, and Experiment – corresponding to the concrete experience, reflective observation, abstract conceptualization, and
active experimentation components of the EL model.

Control 
Group 

Treatment 
Group 

Participant Recruitment 
and Screening 

Experiential Learning 
with DPTrek 

Experience 

Reflection 

Learning 

Experiment 

Web-based Static Content 
Learning 

Data Analysis / 
Report 

DP Coping Test 

Survey-Based Subjective 
Evaluation 

DP Knowledge Quiz 

Exit Interview 
(Treatment Group Only) 

Post-Intervention 
Evaluation 

Figure 2: Overview of the study design 

on web pages. Web-based static content was identical to the mate-
rials used in the “Learning” phase of DPTrek, ensuring that both 
groups received the same educational content. The key difference 
was the absence of “experience, reflection, experiment” phases that 
embody the core principles of experiential learning. 

The study was conducted via Zoom. Upon joining the session, we 
welcomed the participants, introduced ourselves, and explained the 
procedure, emphasizing that they should behave as they would in 
their normal life and focus on protecting their private information. 
We then provided the participants with the link to their assigned 
DP education. Participants opened the link in their browsers and 
began screen-sharing. We recorded the entire session using Zoom’s 
recording feature. 

In the learning phase, we collected participants’ actions on all 
web pages through web logging, including button clicks, times-
tamps of actions, and page entry and exit events. These logs were 
temporarily stored in the local storage of the web pages. Upon 

completion of the study, participants submitted their data by press-
ing the “Submit” button, which triggered the conversion of log 
data into JSON format and its upload to the authors’ cloud storage 
on AWS S3 [112]. To prevent accidental data contamination, we 
restricted the AWS S3 web page capabilities to write-only and gen-
erated pseudo-random file names for the uploaded JSON files. Using 
these logs, we evaluated participants’ success or failure in handling 
each DP case in the treatment group. Success was defined as par-
ticipants taking actions to protect their interests, such as avoiding 
manipulation, leaving the page, or reporting simulated DP cases. 
For instance, a participant successfully avoided the consequences of 
a DP by unchecking the default “Enable personalized ads” checkbox, 
which exemplifies Interface Interference. Additionally, we collected 
participants’ responses during the reflection phase, including their 
observations, feelings, and the frequency of similar encounters in 
everyday life. No DP success or failure data was collected for the 
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control group, as they did not experience DPs during the learning 
phase. 

3.2.3 Post-Intervention Evaluation. After the participants com-
pleted their assigned DP education, we conducted a series of post-
intervention evaluations, including a DP coping test, a DP knowl-
edge quiz, a survey-based subjective evaluation, and an exit inter-
view. The DP coping test, DP knowledge quiz, and survey-based 
subjective evaluation were implemented on web pages following 
the DP learning website, with instructions directing participants to 
each. The exit interviews were conducted orally via Zoom. 

DP coping test. After participants completed each DPTrek mod-
ule (corresponding to a specific category of DPs), they were pre-
sented with two new simulated DP cases to assess their learning 
outcomes in coping with DPs. A detailed description of these cases is 
provided in Table 7 in the Appendix. Participants navigated through 
the two cases without any guidance. Similar with the learning phase, 
we logged participants’ actions on the DP testing cases. Based on 
the web logged actions, we recorded whether they successfully 
coped with each DP (i.e., success or failure) and summed the total 
number of successes per DP type per participant. 

DP knowledge quiz. To evaluate participants’ mastery of DP 
concepts, we developed an online quiz. This assessment aims to 
measure participants’ understanding of DP categories and their 
consequences through a series of multiple-choice questions. Each 
question presents a scenario or concept, with only one correct 
answer among the options provided. The quiz (in Appendix B) chal-
lenges participants to classify various DP categories and identify 
appropriate consequences for given DP cases, reflecting the key 
learning objectives of our educational intervention. Participants’ 
answers to the quiz were logged. We compared their answers with 
the correct answers, and recorded correct and incorrect answers 
per participant. 

Survey-based subjective evaluation. In addition to objective evalu-
ation using the DP knowledge quiz, we asked participants to report 
their subjective learning experience with the assigned DP education 
intervention. Most cybersecurity education studies have measured 
constructs such as enjoyment [66, 113, 121], confidence [66, 113], 
perceived usability [8, 55, 65], aesthetic appeal [65, 96, 106], and 
perceived reward [55, 65, 106] to evaluate learners’ subjective expe-
riences with educational interventions. Based on these precedents, 
we included these measurements in our survey. Additionally, in-
spired by the Theory of Planned Behavior [7], we aimed to assess 
whether DPTrek influences learners’ attitudes toward DPs and DP 
coping, as well as their future behavioral intentions. To this end, we 
also included attitudes toward coping with DPs, perceived risks of 
DPs, and future behavioral intention to engage in DP training. The 
specific constructs are: 1) Enjoyment: the extent to which taking 
the assigned DP education is perceived to bring pleasure and fulfill-
ment, which was measured by 4 items from [6, 66]. 2) Confidence: 
the learners’ belief that they can effectively deal with DPs in the 
future, measured by 3 items from [66]. 3) Perceived usability: the 
frustration or difficulties encountered during the interaction with 
the assigned DP education, which was adapted from [6, 65]. 4) Aes-
thetic appeal: the attractiveness and appeal of the user interface of 
the assigned DP education, which was adapted from [65]. 5) Reward: 

the interaction being perceived as worthwhile and interesting [65]. 
6) Attitude of coping with DPs: the overall evaluation of attitudes 
towards coping with DPs, which was adapted from [7]. 7) Risks of 
DPs: the perceived uncertainty resulting from the DPs, measured 
by 4 items from [123] 8) Future behavioral intention: the intent to 
engage with the assigned DP education again in the future, which 
adapted 3 items from [6]. All items were measured using 5-point 
Likert scales, ranging from strongly disagree to strongly agree. A 
detailed list of the questions can be found in Table 9 in Appendix A. 

Exit interview. We interviewed participants in the treatment 
group to gather their qualitative evaluations and feedback on DP-
Trek. We sought participants’ evaluations and suggestions regard-
ing DPTrek. This included their overall impressions of DPTrek, 
perceived benefits, the knowledge and strategies they gained, any 
difficulties or dissatisfaction they experienced, suggestions for im-
provement, and feedback on the DP categories and definitions. The 
full list of interview questions is listed in Table 10 in Appendix A. 

3.2.4 Ethical Consideration. Certain DPs in our study required 
participants to enter sensitive information, such as passwords and 
phone numbers. To address potential privacy and ethical concerns, 
we took several measures. First, participants were informed prior 
to the study that providing such information was entirely optional 
and would not affect their participation or compensation. During 
the study, password inputs were masked during entry, ensuring 
they were not visible to researchers or included in the recordings. 
Additionally, the passwords and phone numbers entered during 
interactions with DPs were neither logged nor stored. To further 
protect participant privacy, raw data, such as Zoom recordings and 
web logs, were deleted after data anonymization. 

3.3 Data Analysis 
Since both quantitative and qualitative data were collected in the 
study, we performed both quantitative and qualitative data analyses. 
The specific data used for each analysis and their corresponding 
collection phases and analysis methods are summarized in Table 1. 

3.3.1 Quantitative Data Analysis. To compare the effectiveness of 
the assigned DP education between treatment and control groups, 
we performed Mann-Whitney U Test [35], as our samples are not 
normally distributed, the sample sizes are small, the outcome vari-
ables are ordinal or continuous and the two groups are independent. 
To compare the learning outcomes before and after EL within the 
treatment group, we performed Wilcoxon signed-rank tests [35], as 
the before and after responses are repeated measures and our sam-
ples are not normally distributed. All the tests were conducted in 
R [102]. Since the constructs in the survey-based subjective evalua-
tion were measured using multiple items, we computed Cronbach’s 
Alpha [38] for each construct to verify its reliability. Once reliability 
was confirmed, we calculated the mean score for each construct for 
each participant to represent the overall level of that construct. 

3.3.2 Qualitative Data Analysis. We first transcribed the interview 
recordings into text and anonymized any identifiable information 
about the interviewees. We then conducted a thematic analysis 
[16] to analyze the interview data. To begin, we read through all 
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Table 1: Data collected during the study 

Data Type Data Collected Data Collection Phase Group Data Analysis 

Quantitative 

Success/Failure on DPs Experience Treatment Wilcoxon signed-rank test 
Success/Failure on DPs Experiment Treatment for before-after comparison
# success on DPs DP Coping Test Both Mann-Whitney U for 

between-group comparison 
Correct/Incorrect answers DP Knowledge Quiz Both 
5-point Likert ratings Survey-based Subjective Evaluation Both 

Qualitative Interview Recordings Exit Interview Treatment Thematic Analysis for 
qualitative feedback 

the transcripts to familiarize ourselves with the data and indepen-
dently noted initial codes related to the interviewees’ perceptions, 
attitudes, and opinions regarding DPTrek. These codes serve as 
meaningful labels attached to specific segments of the interview 
data. Next, we compared our initial codes, moving back and forth 
between the codes and the original data. Through multiple meet-
ings, we discussed our interpretations of each code and refined and 
revised them, until we each had agreement on all codes. Afterward, 
we collated similar codes into larger, meaningful patterns by exam-
ining the codes, the associated data, and the relationships between 
the codes. We further grouped these patterns into overarching 
themes by identifying the relationships between them. This process 
resulted in a thematic map consisting of themes, sub-themes, and 
codes. With the initial thematic map developed, we reviewed and re-
fined it by checking whether the themes and sub-themes accurately 
captured the meanings in the coded data segments and formed a 
coherent pattern. Four authors were involved in the analysis. 

4 Quantitative Results 

4.1 Comparison Between Treatment and 
Control 

To evaluate the effectiveness of DPTrek, we conducted Mann-
Whitney U Test [3] to compare the results of the DP coping test, DP 
knowledge quiz, and survey-based subjective evaluations between 
the treatment and control groups. In the following subsections, we 
will present the comparison results accordingly. 

4.1.1 DP Coping Test. The accuracy of the DP coping test is sig-
nificantly higher in the treatment group compared to the control 
group. This trend is observed not only in the overall accuracy com-
parison between the two groups, but also across each DP category. 
As shown in Figure 3, the treatment group that completed DPTrek 
achieved better accuracy in both the overall DP coping test and for 
each DP category than the control group, which did not use DP-
Trek. These between-group differences were further tested using 
Mann-Whitney U Test, as outlined in Table 2, with all p-values less 
than 0.05, indicating statistical significance. This demonstrates that 
DPTrek is effective in improving participants’ ability to identify 
and cope with DPs. 

4.1.2 DP Knowledge Quiz. While the overall accuracy in the DP 
knowledge quiz does not significantly differ between the treatment 
and control groups, we found that the treatment group performed 
better in the quiz questions related to identifying DP consequences. 
Figures 4, 5, and Table 3 present the comparison of results between 
the two groups. In Figure 4, the accuracy for DP consequence ques-
tions is higher in the treatment group (87.4%) compared to the 
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Figure 3: DP coping test accuracy 

Table 2: Mann-Whitney U Test results: Comparison of DP 
coping test scores by treatment and control groups 

Test Statistic P-value Significance 
Nagging 311.0 0.000 Significant 
Sneaking 245.5 0.046 Significant 
Obstruction 228.5 0.039 Significant 
Interface Interference 247.5 0.009 Significant 
Forced Action 287.0 0.001 Significant 
Overall 324.5 0.000 Significant 

control group (73.7%), a difference that is statistically significant 
(Test Statistic = 250.0, P-value = 0.031 < 0.05), as confirmed by the 
Mann-Whitney U Test (Table 3). 

However, the overall accuracy in the DP knowledge quiz, which 
increases from 60.5% to 65.8% between the control and treatment 
groups, is not statistically significant. The accuracy for DP category 
questions is higher in the control group, but this difference is also 
not statistically significant according to the Mann-Whitney U Test 
(Table 3). 

When broken down by each DP category, the accuracy of the 
DP knowledge quiz is generally higher in the treatment group, as 
shown in Figure 5. Nonetheless, these differences are not statisti-
cally significant based on the results from the Mann-Whitney U 
Test (Table 3). These findings suggest that while DPTrek does not 
significantly impact the overall or category-based accuracy of the 
DP knowledge quiz, it does enhance participants’ understanding of 
the consequences of DPs. 

4.1.3 Survey-Based Subjective Evaluation. Before comparing the 
survey-based subjective evaluation between the two groups, we 
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Figure 4: DP knowledge quiz accuracy comparison by ques-
tion type 
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Figure 5: DP knowledge quiz accuracy comparison by DP 
category 

Table 3: Mann-Whitney U Test results of DP knowledge quiz 

Test Statistic P-value Significance 
Overall 185.5 0.894 Not Significant 

By Question Type 
Consequence 250.0 0.031 Significant 
Category 167.0 0.695 Not Significant 

By DP Category 

Nagging 186.0 0.861 Not Significant 
Sneaking 174.5 0.859 Not Significant 
Obstruction 215.5 0.261 Not Significant 
Interface Interference 148.5 0.311 Not Significant 
Forced Action 210.5 0.322 Not Significant 

first assessed the validity of the constructs used in the evaluation. 
As shown in the "Cronbach’s Alpha" column of Table 4, most con-
structs exhibited Cronbach’s alpha values greater than 0.7, indicat-
ing acceptable reliability. However, two constructs, Attitude Toward 
Coping with DPs and Future Behavioral Intention, had slightly lower 
values of 0.685 and 0.697, respectively. While a Cronbach’s alpha of 
0.7 is generally considered the threshold for acceptable reliability, 
recent methodological reviews suggest that values around 0.70 or 
greater are widely regarded as desirable [117]. Given that the alpha 

values for these two constructs are close to 0.7, we chose to retain 
them in our analysis. 

After confirming the measurement validity, we compared the 
means of the constructs between the treatment and control groups 
using Mann-Whitney U Test. Two constructs, i.e., Enjoyment and 
Aesthetic Appeal were significantly higher in the treatment group 
compared to the control group. For Enjoyment, the average score 
for the treatment group was 4.46, compared to 4.19 for the control 
group. The p-value of 0.002, which is below 0.05, provides significant 
evidence that participants found DPTrek more enjoyable than web-
based static content learning. Additionally, the treatment group 
had an average score of 4.00 for Aesthetic Appeal, while the control 
group scored 3.60, with a p-value less than 0.05, indicating that 
participants found DPTrek more visually appealing. 

However, no such differences were observed in other constructs. 
Although the means for Perceived Usability, Attitude of Coping with 
DPs, Risk of DPs, and Future Behavioral Intention were higher in the 
treatment group, these differences were not statistically significant. 
Interestingly, the means for Confidence and Reward were lower 
in the treatment group, though not significantly, suggesting that 
DPTrek was not effective in improving participants’ confidence or 
sense of reward. 

In summary, through a series of comparisons between the treat-
ment and control groups, DPTrek is shown to be more effective in 
enhancing participants’ ability to cope with DPs, improving their 
understanding of DP consequences, and providing a more enjoy-
able and aesthetically appealing learning experience, compared to 
web-based static content learning.1 

4.2 Before-After Comparison in Treatment 
Group 

As the treatment group underwent the four phases of EL in DPTrek, 
we compared the accuracy of coping with DPs across experience, 
experimentation and DP coping test through Wilcoxon signed-rank 
tests [35]. Additionally, we reported statistics from reflection phase 
to show how participants reflected on their observations. 

As shown in Figure 7, participants’ accuracy in coping with DPs 
significantly improved from experience to experiment and the DP 
coping test. This trend is evident in both the overall comparison 
and for each DP category. The increasing trend is further supported 
by the Wilcoxon Signed-rank test (Table 5), as the comparisons be-
tween experience and experiment, and between experience and the 
DP coping test, are both statistically significant. However, the differ-
ence between experiment and the DP coping test is not significant, 
with a slight decrease in accuracy as shown in Figure 7. Overall, 
this indicates that DPTrek is effective in improving participants’ 
ability to cope with DPs throughout the EL process. 

Table 6 and Figure 8 highlight variations in participants’ re-
sponses for different DP categories during the reflection phase, the 
second step in EL. When asked about their observations in the 
experience phase, 96.8% successfully identified the DPs and their 

1On average, the treatment group took 23.1 minutes to complete DPTrek, while the 
control group took 20.8 minutes to complete the web-based static content learning. 
The time was measured from the moment participants clicked on the first module to 
just before the DP coping test. No significant difference was found in the time spent 
(T-test Statistic = 186.5, p-value = 0.872), allowing us to rule out learning time as a 
potential confound. 
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Figure 6: Distribution of survey-based subjective evaluation between treatment (top) and control (bottom) groups 

Table 4: Descriptive statistics, measurement validity and Mann-Whitney U Test results of survey-based subjective evaluation 

Construct Treatment Mean Control Mean Cronbach’s Alpha Test Statistic P-value Significance 
Enjoyment 4.46 4.19 0.909 286.0 0.002 Significant 
Confidence 4.26 4.37 0.869 184.0 0.929 Not Significant 
Perceived Usability 4.65 4.49 0.706 190.5 0.763 Not Significant 
Aesthetic Appeal 4.00 3.60 0.861 267.0 0.010 Significant 
Reward 4.49 4.56 0.878 167.0 0.680 Not Significant 
Attitude of Coping with DPs 4.63 4.41 0.685 228.0 0.161 Not Significant 
Risk of DPs 4.57 4.33 0.810 231.5 0.124 Not Significant 
Future Behavioral Intention 4.72 4.47 0.697 232.5 0.114 Not Significant 

Table 5: Wilcoxon Signed-rank test results for before-after 
comparison in the treatment group 

Test Statistic P-value Significance 
Experience Vs Experiment 0.0 0.000 Significant 
Experience Vs Test 2.0 0.001 Significant 
Experiment Vs Test 46.5 0.238 Not Significant 

associated consequences. In reflecting on their feelings towards 
DPs, “Annoyed” was the most frequently reported emotion (46.3%), 
particularly in the Nagging (84.2%) and Forced Action (52.6%) cate-
gories. The average intensity of “Annoyed” was consistently high, 
reaching 3.94 in the Nagging category and 4.10 in the Forced Action 
category. “Concerned” was also a common response, especially in 
the Sneaking and Obstruction categories. In contrast, emotions such 
as “Indifference” and “Intrigued” were less frequently reported and 
generally associated with lower average intensity scores. These find-
ings suggest that while participants generally exhibited negative 
feelings towards DPs, specific categories like Nagging and Forced 
Action evoked stronger and more negative emotional reactions. 

Lastly, we collected participants’ reflections on how frequently 
participants encounter the presented DPs in their daily lives, as 
shown in Figure 9. The analysis reveals varying levels of frequencies 

across different DP categories. Obstruction and Interface Interference 
are the most prevalent, with many participants reporting frequent 
encounters with these patterns. Specifically, Obstruction is identi-
fied as a serious issue, with a substantial proportion of participants 
encountering it “always” (31.6%) or “often” (42.1%). Over half of 
the participants experience Interface Interference “often” (52.6%). 
Similarly, Nagging is frequently reported, with 15.8% of participants 
experiencing it “always” and 31.6% “often.” In contrast, Forced Ac-
tion and Sneaking show a more varied distribution, with a lower 
percentage of participants encountering them “always” (10.5%). 
These findings highlight significant variations in the frequency of 
different DPs, indicating their diverse impact on user experiences. 
The prevalence of “often” (37.9%) and “sometimes” (26.3%) across 
categories suggests that DPs are a common issue affecting many 
users regularly. 

In summary, through a before-and-after comparison across the 
stages of experiential learning within the treatment group, we ob-
served a significant improvement in participants’ ability to cope 
with DPs from the experience to the experiment/test stage. Partici-
pants expressed negative feelings toward DPs, especially to Nagging 
and Forced Actions, and reported frequent encounters with DPs in 
their daily lives. 
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Figure 7: Before-after accuracy of DP coping test in the treatment group 
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Figure 8: Feeling distribution in the observation phase (treatment group only) 

5 Qualitative Results 
We identified several key aspects from participants’ feedback in the 
exit interviews regarding the effectiveness of DPTrek, covering 
both positive and negative impacts. 

5.1 Positive Impacts of DPTrek 
Improving understandings of DPs. A notable number of partici-

pants (P1, P3, P7, P12, P13) mentioned that DPTrek significantly 
increased their awareness of DPs. Several participants emphasized 
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Table 6: Average degree of feelings towards each DP category in the observation phase (treatment group only) 

Nagging Sneaking Obstruction Interface Interference Forced Action 
Concerned 4.00 3.75 3.43 3.00 4.50 
Annoyed 3.94 3.25 3.00 3.00 4.10 
Indifference / / 3.00 1.50 / 
Intrigued 4.00 2.00 2.00 2.00 / 
Cautious 4.00 3.00 / 3.12 2.86 
Other / / 3.50 / / 
Note: “/” indicates that the corresponding feeling is not reported by participants. 
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Figure 9: Frequency distribution of DP encounters 

how the training made them more vigilant, enabling them to rec-
ognize potential risks in their daily online activities, which could 
help them avoid losses in the future. For instance, P1 specifically 
highlighted the increased awareness of Sneaking, making people 
more cautious when browsing shopping websites: 

“I learned that people need to be aware of these dark 
patterns in their everyday lives. If they pay attention 
to what they’re doing, they can avoid the consequences 
of extra charges that might appear on their accounts in 
the near future.” 

Participants (P2, P5, P6, P31) also reported that DPTrek had 
a significant impact on teaching them how to avoid DPs. They 
mentioned that DPTrek underscored the risks associated with DPs, 
prompting them to adopt careful examination of web pages and 
interactive elements are crucial in avoiding misleading tactics. For 
example, P2 reflected: 

“The training showed me the importance of double-
checking and being more careful, especially when some-

thing seems off, like discrepancies on a receipt.” 

Gaining hands-on experience in coping with DPs. Participants (P2, 
P6, P7, P12, P13) highly appreciated the use of real-world examples 
in DPTrek, stating that these cases enhanced their understanding of 
the application of the concepts. By showcasing real-world examples 
from familiar platforms such as social media and online shopping 
websites, DPTrek helped participants relate the material to their 
own experiences, obtaining practical skills to identify DPs in real 
life. For instance, P12 mentioned: 

“The definitions are useful, but seeing these patterns in 
real-life examples makes it easier to identify them.” 

5.2 Negative Feedback on DPTrek 
Despite the positive impact of DPTrek, participants also identified 
several areas that need further improvement. 

Coping strategies lack practicality. While the training helped 
raise awareness and instructed useful strategies to cope with DPs, 
several participants (P2, P3, P22, P38) questioned the practicality 
of the coping strategies provided, i.e., “leaving the website” and 
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“reporting the website”, as they might not be a viable option when 
users really need to use the websites. Instead, they expressed a 
desire to learn more effective strategies to avoid DPs while still 
being able to complete their transactions. For instance, P3 noted: 

“Sometimes you really need to buy something, and just 
leaving the website isn’t a practical solution.” 

Memorizing DP categories is challenging. Several participants 
expressed difficulty in remembering the specific names of DPs (P2, 
P10, P11). They found the terms unfamiliar and challenging to 
retain, particularly since these are not words commonly used in 
everyday conversations. P10 mentioned that while they understood 
the concepts, matching the names to their respective DP categories 
was difficult. P2 also noted that these terms are not typically part of 
daily language, making them harder to memorize, while P11 found 
the names confusing even though the concepts themselves were 
well understood. For instance, P11 commented: 

“I understand the concepts deeply, but the names of the 
dark patterns are somewhat confusing.” 

Classifying DPs is challenging. While participants grasped the 
general concepts of DPs, some (P6, P7, P21, P29) found it difficult 
to classify specific patterns into different categories. For instance, 
P6 explained: 

“Yeah, they are easy to understand but can be a bit 
confusing, especially when differentiating between ob-
struction and forced action.” 

Education places the burden on users. One participant (P22) be-
lieved that while the training improved users’ knowledge, relying 
solely on user education was not sufficient. They stressed that 
addressing DPs and associated privacy issues required top-down 
measures, such as the implementation of laws and regulations, 
rather than placing the burden entirely on users to avoid these 
patterns: 

“It might be more effective to regulate companies design-
ing dark patterns rather than just teaching users how 
to avoid them. Even if users are educated on avoiding 
things like cookie permissions, those who design dark 
patterns can always come up with new tactics.” 

In summary, participants believed DPTrek enhanced their un-
derstanding of DPs and provided valuable hands-on experience 
in coping with them. However, they also noted that some coping 
strategies lacked practicality, certain DP categories were difficult 
to memorize, and they expressed a desire for regulatory measures 
to alleviate the educational burden on end users. 

6 Discussion 
EL-based DP education is effective. Overall, our results demon-

strate that DP education is beneficial and that DPTrek is particu-
larly effective for this purpose. DPTrek excels in teaching users 
how to handle DPs while browsing websites, compared to those 
learning through Web-based Static Content Learning. Additionally, 
there was a notable enhancement in DP coping skills from before 
to after DPTrek. Moreover, quiz results show that DPTrek more ef-
fectively improves participants’ understanding of DP consequences. 

Interview feedback also highlights that participants valued the real-
world DP examples used in DPTrek. These findings suggest that 
the EL-based approach, like DPTrek, is effective in developing prac-
tical skills for managing DPs. Given that DPs are characterized by 
psychological manipulation, lack of transparency, misleading im-
pressions, and complicated processes [60], traditional educational 
methods, such as fact-based instruction, may fall short in fully 
conveying the complexity and manipulative nature of DPs, or in 
encouraging learners to take its potential harm seriously. The EL-
based approach addresses this gap by enabling learners to develop 
practical skills through hands-on experience, reflection, conceptu-
alization, and experimentation. By immersing learners in simulated 
scenarios that demonstrate the consequences of dark patterns and 
providing practical strategies for navigating them, EL offers a more 
comprehensive understanding of how to recognize and counteract 
DPs. Therefore, we propose EL as an effective educational approach 
for teaching about DPs in the future. 

The effectiveness of EL-based DP education has broader impli-
cations for informal cybersecurity and privacy education. Many 
everyday cyber threats involve psychological manipulation, mis-
leading information, disguises, deceptive tactics, and a lack of trans-
parent consequences. For example, phishing attacks exploit users 
by employing various disguises and deceptive tactics to appear 
legitimate, tricking users into divulging personal information or 
clicking malicious links [68]. Many software applications obscure 
key data-sharing information within lengthy privacy policies, lead-
ing users to unknowingly grant access without realizing the con-
sequences of data sharing [90]. Current education methods for 
addressing these cyber threats largely rely on "Fact-and-Advice" 
approaches [8, 41, 74, 120], storytelling [39, 54, 66, 99, 104], and 
games [10, 33, 121]. They lack personal relevance to learners, are 
detached from their contexts, and do not incorporate experiential 
components [62, 101, 107, 108]. For instance, "Fact-and-Advice" 
methods may not resonate with learners’ personal experiences, 
while storytelling provides indirect experiences without active par-
ticipation or emotional engagement. Although gamified education 
simulates and contextualizes cyber threats, its game-like nature 
does not allow learners to experience the real-world consequences 
of incorrect cybersecurity decisions. For instance, most phishing 
games involve losing points or lives when learners fall for phishing 
emails [10, 113, 121], while others provide warnings explaining 
potential consequences of phishing [28, 121]. These are not the true 
consequences that would occur in real-world phishing incidents. 
Given these issues, learners may not always be able to effectively 
apply cybersecurity knowledge into their real-world situations, 
nor develop the critical thinking skills necessary to evaluate the 
implications of cyber threats in their daily lives. 

Based on observations from our study, an EL-based approach 
holds significant potential for enhancing the application of cyberse-
curity knowledge and fostering critical thinking. By allowing users 
to experience and reflect on the entire process of receiving, inter-
acting with, and facing the simulated consequences of DPs (e.g., 
simulated email notifications of extra payments or advertisements), 
learners can deepen their understanding of DP consequences and 
therefore critically assess the impact on their situation. Therefore, 
we believe that EL-based approaches present a promising alter-
native for advancing cybersecurity and privacy education more 
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broadly. We suggest that future cybersecurity and privacy education 
should incorporate such experiential components to enhance learn-
ers’ understanding not only of how to interact with cyber threats 
but also of their real-world consequences (e.g., a simulated sce-
nario of financial or identity loss from phishing, or a simulated data 
breach incident). This will enable learners to critically assess the 
associated risks, raise awareness of the seriousness of the threats, 
and make informed decisions that align more effectively with their 
real-world situations. 

A user-friendly DP taxonomy is needed. One common theme 
emerging from our findings is that participants generally found the 
DP categories difficult to memorize and understand. For instance, 
in Figure 4 in Section 4.1.2, we show that participants are better 
at understanding the consequences of DPs, but they have difficul-
ties mapping the DP examples to the correct categories. The exit 
interviews also reveal that memorizing DP categories is challeng-
ing because the names of the categories are not everyday words. 
Classifying DPs is hard because participants perceived overlaps 
between categories. This difficulty largely stems from the fact that 
the DP taxonomy used in our study was created based on HCI 
expert encoding from the perspectives of UX designers rather than 
users [60]. In fact, most available taxonomies are developed by do-
main experts, such as those leveraging observations from cognitive 
science [85], based on input from hackers [36], or through ad-hoc 
discussions among researchers [61]. Currently, no DP taxonomy 
has been specifically developed for public users or based on their 
perceptions. 

A user-friendly DP taxonomy offers two key benefits. First, it 
enables learners to apply coping strategies learned for one DP to 
other DPs within the same category. DPs of the same type may be 
presented differently across various types of websites. For example, 
sneaking manifests as hidden fees or preselected add-ons on shop-
ping websites, but as hidden policies in promotional offers (e.g., 
auto-renewal or price increase after 1 year) on internet/phone/TV 
service websites. Despite these differences in presentation, the cop-
ing strategies remain consistent within each DP category. For in-
stance, the above two different presentations of sneaking both 
require a careful review to identify hidden items or policies. Thus, 
if users can accurately categorize DPs with varying presentations 
across different websites, even those they have not encountered 
during DPTrek, they can effectively map the corresponding coping 
strategies to the identified DP category. Second, DPs are evolving 
rapidly, with new variations constantly emerging to exploit user 
vulnerabilities. Recent FTC report shows that more companies are 
using DPs to trick consumers into buying products and sharing 
personal information [53]. While DPTrek or other DP education 
programs cannot cover all emerging DP cases, teaching learners to 
effectively categorize these patterns into existing taxonomy cate-
gories can enable the transfer of coping strategies to novel instances. 
Additionally, if learners find an emerging DP does not fit within 
any existing category, it serves as a signal for researchers and prac-
titioners to raise awareness and investigate the coping strategies. 
Thus, a user-friendly DP taxonomy is important and beneficial to 
DP education given the evolving digital landscape. We suggest fur-
ther research on building DP taxonomies should potentially include 
input from end users and evaluate the ease of user understanding. 

Lack of practical solutions to mitigate DPs. Our findings indi-
cate that Nagging and Forced Action are particularly challenging 
for users to completely avoid. In Nagging, users are persistently 
reminded to take an action. Even if users reject the action, the re-
minder typically reappears after a while. In Forced Action, users are 
compelled to complete a specific action to gain or maintain access 
to certain functionality. While DPTrek provides coping strategies, 
namely reporting the website or ceasing to use it, participants found 
the strategies impractical, as in some cases, they need to use the 
website and cannot simply report or abandon it. Consequently, 
they are forced to accept the DPs. At present, no practical coping 
strategies exist that allow users to both avoid these DPs and con-
tinue using the websites. Prior research has proposed solutions 
such as rewriting the UIs associated with DPs [42, 43, 73] or pro-
viding notifications for suspicious DPs on UIs [25]. Unfortunately, 
these solutions face challenges such as high implementation work-
load, scalability concerns, robustness issues, and the risk of voiding 
software warranties [42, 43]. 

While DPTrek effectively educates users to be more aware of 
these DPs and their consequences, addressing DPs requires efforts 
beyond end-user education. The implementation of laws and regu-
lations targeting DPs is essential for systematically mitigating DPs, 
particularly those that users find difficult to opt out of. Additionally, 
practitioners, including website designers and developers, should 
be educated on ethical UI design principles and incentivized to 
avoid DPs in their design. Ideally, practical solutions should not 
solely rely on user education or third-party interventions but should 
be integrated into platforms (e.g., operating systems, browsers, or 
software marketplaces) to provide inherent, centralized, and ro-
bust mitigation against DPs. These efforts would not only address 
DPs that currently lack practical end-user coping strategies, but 
also alleviate the educational burden on users, who are otherwise 
required to constantly learn about and remain vigilant against po-
tential DPs in their daily lives. Ultimately, users expect to enjoy the 
services provided by websites while simultaneously avoiding the 
harms of DPs. We anticipate that a comprehensive DP mitigation 
solution will emerge through collaborative efforts encompassing 
the legislation, UI design, and user education, alongside a deeper 
understanding of how to balance these legislative, technical, and 
educational initiatives to achieve a long-term, viable solution to 
DPs. 

7 Limitations 
One limitation of this study is the lack of diversity among par-
ticipants. Most participants are aged 18-25, have relatively high 
education levels, and come from STEM majors. Although we did 
not require participants to be affiliated with our institution, the 
majority (36 out of 38) were from our institution, potentially shar-
ing similar educational backgrounds. This might introduce biases 
into the study that affect the generalizability of the findings to a 
broader population. For example, the evaluation results from par-
ticipants with relatively high education levels may not represent 
the effectiveness of DPTrek for the general public. Additionally, 
the cybersecurity culture at our institution might make the sample 
more security-conscious than average. In future research, we plan 
to explore the effectiveness of education across a more diversified 
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set of participants, such as across different age groups, education 
levels, and other demographic factors. Also, this study is based on 
the most widely adopted DP taxonomy [60]. However, there are 
other taxonomy variants, such as those proposed by [36, 61, 85]. Fu-
ture research could examine how these different taxonomies impact 
experiential learning in DP education. The study incorporates some 
DP cases in the learning phases of DPTrek (i.e., experience and 
experiment) and uses other DP variants in the same category for 
the DP coping test, which indicates that participants acquire some 
extent of skills to identify and cope with DP variants after learning. 
However, assessing the long-term effectiveness of the intervention 
and participants’ ability to handle evolving and other new DPs will 
require a broader and more rigorous evaluation, which we leave 
for future research. 

8 Conclusion 
Today’s online users face widespread exposure to dark patterns 
(DPs) – unethical user interface designs that deceive them into 
making unwanted decisions, compromising their privacy, security, 
financial safety, and more. This study explores effective educational 
interventions for teaching users about DPs by developing DPTrek, 
an experiential learning (EL) platform that educates users through 
simulated real-world DP cases. We conducted a series of quantita-
tive and qualitative evaluations, including DP coping tests, quizzes, 
subjective surveys, and interviews, which indicate that DPTrek 
effectively enhances users’ ability to identify and manage DPs. 
The study also highlights critical concerns for future DP educa-
tion and research, such as the challenges posed by user-unfriendly 
taxonomies and the lack of practical solutions to mitigate DPs. 
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Table 7: Simulated DP cases and their use in DPTrek 

DP Category DP Case Description Phase in Study Consequences Successful Strategies 

Nagging 

The user is pressured to turn 
on notifications, with no clear 
option to opt out. [77] 

DPTrek-Experience 

Receiving promo-
tional notifications. 

1. Reject using such applica-
tion 
2. Report such application 

Users are asked to sign up for 
notifications with no clear re-
jection option. [17] 

DPTrek-Experiment 

Persistent reminders to update 
the app pressure the user to in-
stall updates. [17] 

DP Coping Test 

Repeated location access 
prompts, only allowing 
dismissal if permission is 
given. [76] 

DP Coping Test 

Sneaking 

Unwanted magazine subscrip-
tions added to shopping bas-
kets. [20] 

DPTrek-Experience 

Unintended finan-
cial loss. 

1. Reject using such applica-
tion 
2. Report such application 
3. Be careful and remove extra 
items 

Items added to the shopping 
cart without user consent. [82] 

DPTrek-Experiment 

A 20% gratuity was added 
automatically to a restaurant 
bill. [17] 

DP Coping Test 

Hidden consent for non-
essential cookies led to 
privacy violations. [21] 

DP Coping Test 

Obstruction 

Google made refusing cook-
ies harder than accepting 
them. [22] 

DPTrek-Experience 

Pop up ads 

1. Reject using such applica-
tion 
2. Report such application 
3. Stay persistent through ad-
ditional steps to deny consent 
or refuse options. 

The cookie banner made ac-
cepting cookies easier than 
denying them. [24] 

DPTrek-Experiment 

Misleading account settings 
made it harder to cancel sub-
scriptions. [17] 

DP Coping Test 

Confusing wording in iOS 6 ob-
scured the option to disable ad 
tracking. [17] 

DP Coping Test 

Interface 
Interference 

The Trump campaign used 
preselected recurring dona-
tions. [23] 

DPTrek-Experience 
Automatic selection 
leads to unintended 
email. 

1. Reject using such applica-
tion 
2. Report such application 
3. Uncheck default options.A default 20% tip was applied 

without clear notice. [17] 
DPTrek-Experiment 

ChatGPT users unknowingly 
allowed data usage for train-
ing. [17] 

DP Coping Test 

Preselected cookie options 
tricked users into accepting 
all cookies. [82] 

DP Coping Test 

Forced Action 

Users were forced to subscribe 
to a newsletter to create an ac-
count. [75] 

DPTrek-Experience 

Forced to receive 
emails and SMS. 

1. Reject using such applica-
tion 
2. Report such application 

LinkedIn forced users to pro-
vide email addresses during 
registration. [19] 

DPTrek-Experiment 

Booking websites required per-
sonal information for registra-
tion. [17] 

DP Coping Test 

Marketing email opt-ins were 
hidden in terms and condi-
tions. [78] 

DP Coping Test 
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Table 8: Participants’ demographic information 

ID Age Gender Race Major Education 
Treatment Group 

1 51-60 Female Caucasian Intelligence Management Master 
2 23-25 Male Caucasian Cyber Security & Privacy Master 
3 31-35 Female Asian Education Ph.D 
5 23-25 Male Asian Computer Science Master 
6 18-22 Female Asian Computer Science Master 
7 26-30 Male Asian Computer Vision Master 
10 23-25 Male Asian Computer Science Master 
11 18-22 Female Asian Computer Science Master 
12 26-30 Female African American Psychology Master 
13 18-22 Male Asian Computer Science Master 
16 26-30 Male Asian Computer Science Master 
17 23-25 Male Asian Computer Science Master 
22 31-35 Male Asian Psychology Ph.D 
24 23-25 Female Asian Chinese Master 
25 23-25 Female Asian Computer Science Master 
27 23-25 Male Asian Computer Engineering Master 
30 18-22 Male Asian Computer Science Bachelor 
31 23-25 Female Asian Electrical Engineering Master 
38 23-25 Male Asian Mechanical Engineering Master 

Control Group 
4 18-22 Female Asian Computer Science Master 
8 23-25 Male Asian Computer Science Master 
9 26-30 Male Asian Psychology Bachelor 
14 23-25 Female Asian Computer Science Master 
15 18-22 Female Asian Computer Science Master 
18 23-25 Female Asian Computer Science Master 
19 26-30 Male Asian Computer Science Master 
20 23-25 Male Caucasian Computer Science Bachelor 
21 23-25 Female Asian Computer Science Master 
23 23-25 Male Asian Business Administration Bachelor 
26 26-30 Male African American Electrical Engineering Master 
28 23-25 Male Asian Computer Engineering Bachelor 
29 35-40 Female Asian Modeling & Simulation Master 
32 18-22 Male Asian Computer Science Bachelor 
33 23-25 Male Hispanic Film Some College 
34 23-25 Male Asian Computer Vision Master 
35 23-25 Female Asian Mathematics Master 
36 23-25 Male Asian Computer Science Master 
37 18-22 Female African American Psychology Bachelor 
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Table 9: Constructs and items in the survey-based subjective evaluation of DPTrek 

Construct Items 

Enjoyment [6, 66] 
I had fun in the training. 
I found the training enjoyable. 
The actual process of the training was pleasant. 
The training experience was pleasurable. 

Confidence [66] 
I am confident of my ability to make sense of the dark pattern modules in the 
training materials. 
I am confident that I can identify different categories of dark patterns in real life. 
I believe that I can deal with dark patterns if I see them in the future. 

Perceived Usability [6, 65]. 
I felt frustrated while taking this training. 
I found this training confusing to learn. 
Using this training was taxing. 

Aesthetic Appeal [65] 
This training was attractive. 
This training was aesthetically appealing. 
This training appealed to my senses. 

Reward [65] 
Taking this training was worthwhile. 
My experience with this training was rewarding. 
I felt interested in this training experience. 

Attitude of Coping with DPs [7] 

Coping with dark Pattern is unnecessary. 
Coping with dark pattern is wise. 
Coping with dark pattern is useful. 
Coping with dark pattern is not helpful. 
Coping with dark pattern is rewarding. 

Perceived Risk of DPs [123] 
In general, it would be risky to fall into dark patterns. 
There would be a high potential for loss if I fall into dark patterns. 
There would be too much uncertainty associated with falling into dark patterns. 
Dark patterns would create many unexpected problems. 

Future Behavioral Intention [6] 
I plan to take the training if such training is available in the future. 
I intend to continue to take the training if such training is available in the future. 
I expect the training to continue if such training is available in the future. 

Table 10: Exit interview questions 

Questions 

What is your understanding of dark pattern now? 
Have you encountered this dark pattern before? 
Can you please describe the experience? 
Can you describe how it was displayed on the website? 
How did you notice it? 
How did you feel about it? 
How did the dark pattern influence your browsing experience? 
What do you think the company’s objective is in designing such dark patterns? 
Have you tried to get rid of it? If no, why not? If yes, how did you get rid of 
it? Was it successful? If no, why not successful? If yes, any problem with your 
strategy? 
How do you feel about the training? And why? 
What did you learn from the training? 
What problems did you find in the training? 
What strategies did you learn today to identify dark patterns? 
What strategies did you learn to minimize the consequences of dark patterns? 
What difficulties did you encounter during the training? What can we do to 
improve the training? 
Any new concepts you learned from this training today? 
Do you remember the 5 categories of DPs? If no, why not? If yes, do you find them 
easy or difficult to understand? Which one is easy and which one is difficult? 
Do you think you understand the definitions of the 5 categories? If no, why not? 
If yes, do you find them easy or difficult to understand? Which one is easy and 
which one is difficult? 
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Figure 10: An example of learning material 
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B DP Knowledge Quiz (the correct answers are 
bolded) 

Example 1 

Figure 11: Quiz Image 1 

Q1: What will happen in this example? 

• A. If I click ’Not Now’, the notification will pop up again and 
again 

• B. If I choose ’OK’, I will receive tons of messages 
• C. Both A and B 
• D. Neither A nor B 
• E. I don’t know 

Q2: To which kind of dark pattern does this example belong? 

• A. Forced Action 
• B. Obstruction 
• C. Interface Interference 
• D. Sneaking 
• E. Nagging 
• F. I don’t know 

Example 2 

Figure 12: Quiz Image 2 

Q3: What will happen in this example? 

• A. If I click ’Continue’, I will not receive mail and email about 
exclusive offers 

• B. If I click ’Continue’, I will receive mail and email 
about exclusive offers 

• C. Clicking ’More info’ won’t tell me that I will receive mail 
and emails after paying 

• D. All of the above 
• E. I don’t know 

Q4: To which kind of dark pattern does this example belong? 

• A. Forced Action 
• B. Obstruction 
• C. Interface Interference 
• D. Sneaking 
• E. Nagging 
• F. I don’t know 

Example 3 

Figure 13: Quiz Image 3 

Q5: What will happen in this example? 

• A. I can continue browsing if I don’t click ’Yes, I accept’ 
• B. If I click ’Yes, I accept’, I will leave the website 
• C. If I click ’Yes, I accept’, I might see personalized ads 
on the websites 

• D. If I click ’Yes, I accept’, my browsing data won’t be col-
lected 

• E. I don’t know 

Q6: To which kind of dark pattern does this example belong? 

• A. Forced Action 
• B. Obstruction 
• C. Interface Interference 
• D. Sneaking 
• E. Nagging 
• F. I don’t know 
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Example 4 

Figure 14: Quiz Image 4 

Q7: What will happen in this example? 

• A. If I want to stop personalized ads, I need to go 
through at least four pages in the app. 

• B. I can stop personal ads in only one page 
• C. In the ’General‘ settings, I can not find the way to stop 
personalized ads 

• D. I cannot stop personal ads 
• E. I don’t know 

Q8: To which kind of dark pattern does this example belong? 

• A. Forced Action 
• B. Obstruction 
• C. Interface Interference 
• D. Sneaking 
• E. Nagging 
• F. I don’t know 

Example 5 

Figure 15: Quiz Image 5 

Q9: What will happen in this example? 

• A. If I click ’Connect Twitter Account’, Linkis_com 
promotion ads will appear in my Twitter account. 

• B. If I click ’Connect Twitter Account’, Linkis_com promo-
tion ads will not appear in my Twitter account. 

• C. I will receive news and tips if I uncheck the ’Follow 
Linkis_com for news and tips’ option. 

• D. None of the above. 
• E. I don’t know. 

Q10: To which kind of dark pattern does this example belong? 

• A. Forced Action 
• B. Obstruction 
• C. Interface Interference 
• D. Sneaking 
• E. Nagging 
• F. I don’t know 
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